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Abstract—Making context based and pertinent clinical knowledge to the point of care that is most appropriate for individuals becomes an unprecedented challenge to bring American closer than ever to the promise of personalized health care. This paper, from the engineering perspective, presents a new conceptual framework that keeps patients in focus and continuously incorporates new knowledge to improve quality and value in healthcare. A colored Petri net model linked with a hybrid Bayesian network is then proposed to address two imperative issues in the development of a learning healthcare system: (1) mathematical representation of the complex health care processes to ensure shared decision-making; and (2) exploration and exploitation of knowledge about patients and health outcome measures for continuous improvement.
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I. INTRODUCTION

“Care that is important is often not delivered, and care that is delivered is often not important [8]”. Due to the overwhelming amount of healthcare information that can be relevant in clinical reasoning processes, making context based and pertinent clinical knowledge to the point of care, that is most appropriate for individual needs and conditions, becomes an unprecedented challenge to bring American closer than ever to the promise of personalized health care. Current practice in healthcare relies mostly on two approaches of knowledge transfer: clinic guidelines and case based reasoning [5]. The former, although considered as “best practice” of solving clinical problems, is usually developed in ideal clinical settings with very high generality. The latter uses the similar patient practice as a guideline. However, the human diversity combined with ethical and empathy considerations can make a clinical guideline, either developed in ideal settings or derived from similar patient cases, more or less unsuitable for use in the treatment of a patient [5]. Therefore, how to draw on the best evidence for clinical decision making as elaborated in Figure 1 calls for a new conceptual framework to integrate the aforementioned two sources of information with patient factors. Meeting this challenge is the ultimate goal of our project. In particular, we, adapting from industry approaches, propose a value-driven learning healthcare system that has the ability to evaluate multiple, but constrained inputs of care to incrementally improve intermediate outcomes at the population level. The rest of the paper is organized as follows. Section II presents the background and motivations for value-driven healthcare. Section III overviews the generic model for a value-driven learning healthcare system. Section IV focuses on the decision-making models using Petri nets and Bayesian network, followed by the conclusion in Section V.

II. MOTIVATION FOR VALUE-DRIVEN HEALTHCARE

The risks and benefits of healthcare control differ substantially based on patients’ disease duration, life expectancy and comorbid conditions. Additionally, the specific medications used to achieve control differ in efficacy, side effects and costs. Therefore, the transparency of how these factors are presented, when healthcare is delivered or healthcare decision is made, is of extreme importance.
A. Shared Decision Making

As pointed by the U.S. Department of Health & Human Service, the healthcare system in America is a disconnected collection of large and small medical business, health care professionals, treatment centers, hospitals, and all who provide support for them [9]. Such disconnection makes the needed information hard to share and compare at the time of decision making by clinicians and patients, resulting in significant amount of inappropriate care. For example, a health plan that seeks to “maximize” quality adjusted life years may have greater pharmaceutical utilization, causing higher premiums in contrast to a plan that has a more restricted formulary. Other plans could compete on competitive strategies such as leveraging advanced technology or customer service to achieve best value for the money or customer satisfaction. Definitely, a better care comes from shared decision-making processes with systematic reviews and synthesis of the evidence regarding benefits, risks, costs, alternatives and uncertainties of health care interventions as well as an assessment of the trade-offs between effectiveness, cost, the patient's perspective [7].

B. Efficiency Measures

The current industry standard for the “quality” of care has been narrowly focused on laboratory tests and intermediate outcome measures. Using diabetes care as an example, the thresholds that have been long recommended for internal quality improvement and performance measures are hemoglobin A1c (HbA1c) < 7%, blood pressure less than 130 mm/Hg, and total cholesterol less than 200 mg/dl [4]. In fact, only one in fourteen U.S adults with diabetes meets these thresholds. Apparently, this “one size fits all quality approach” represents both a flawed understanding of the epidemiology of diseases and a misapplication of the six sigma approach to chronic care treatment [1, 6]. A new measurement paradigm should provide suitable clinic guidelines that respect patient preferences and physician judgment and carefully consider the individual patient’s absolute risk of benefits and harms. In addition, the model should be able to exploit any new knowledge that might become available during medical treatment processes to refine the guidelines for future decision makings.

III. GENERIC MODEL FOR A VALUE-DRIVEN LEARNING HEALTHCARE SYSTEM

To offer health care transparency and provide the care most appropriate to individual patients, this paper presents a value-driven learning healthcare system. As depicted in Figure 2, it consists of the following interactive and cooperating constituent units: (1) Database; (2) Inspection Unit; (3) Learning Health Controller; and (4) Temporal Observation Unit.

A. Database

Database is the information center of a value-driven learning healthcare system. It consists of three parts, Clinic Guideline Database that archives general solutions/suggestions for different types of clinic problems; Patient Database that has the detailed patient health records; and Resource Database that keeps the knowledge of local organizational settings (e.g., hospital and clinics resource information) and insurance information.

B. Inspection Unit

Before any medical decision to be made towards a particular disease treatment, a patient will take certain laboratory tests that are suggested by the clinical guidelines during the inspection process. The test results are then fed into the database to keep the patient record up-to-date.

![Figure 2: A generic model for a value-driven learning healthcare system](image)

C. Learning Health Controller

In the context of uncertainty, our goal is to offer a framework that allows patients to search for a reasonable and acceptable (to the individual) clinical solution, not necessarily an “optimal” one. For this to be successful, two main problems are considered in our design. The first is an effective modeling of shared decision makings that would provide the full knowledge of feasible actions to be performed at any instant of care processes. The second is to acquire (1) information that characterizes benefits, risks and costs of treatments, as well as patients’ condition; and (2) assessment rules that are imperative to determine what is considered as “quality” care to individual patients. A colored Petri net model in conjunction with a hybrid Bayesian network is introduced for the two problems, which will be discussed in detail in the next section.
D. Temporal Observation Unit

According to the evaluation made in Learning Health Controller, a series of clinical treatments are decided and conducted at the patient-physician encounter. Meanwhile, selections of target values for each intermediate outcome are set, which may be adjusted based on changes in patients’ condition, experience with side effects, or concerns over cost. During the temporal observation, any deviations will be fed into the database to refine the guidelines.

The rest of the paper focuses on the health decision-making in the value-driven learning healthcare system.

IV. LEARNING-BASED HEALTHCARE DECISION-MAKINGS

From the modeling standpoint, this paper invokes a special class of Petri net models, i.e., Color Petri net (CPN), where a place can contain multiple tokens distinguished by a color associated with each token. This model allows for a natural representation of the critical issues for a health decision-making: (1) patients with different comorbid condition, insurance plans, and healthcare preferences as colors of tokens; (2) value-driven decisions as transition firings. In addition, the paper links the CPN with a hybrid Bayesian network to catch the uncertainty in health decision making. Moreover, the framework is designed in a way to incorporate any newly available information into the system for continuous improvement. The foundation of the proposed CPN model is first given in Subsection IV-A, followed by the learning Bayesian network and adaptive health decision heuristic in Subsections IV-B and IV-C, respectively.

A. Colored Petri Net

Petri nets, as a graphical and mathematical tool, provide a uniform environment for modeling, formal analysis, and design of discrete event systems [10]. A Petri net may be identified as a particular kind of bipartite directed graph populated by three types of objects. They are places, transitions, and directed arcs connecting places to transitions and transitions to places. Pictorially, places are depicted by circles and transitions by bars. A place is an input (output) and transitions to places. Pictorially, places are depicted by small solid dots. Formally, a Petri net can be defined as follows:

**Definition 4.1** A Petri net is defined as a five-tuple: PN = (P, T, I, O, M)

1. P = \{p_1, p_2, ..., p_n\} is a finite set of places.
2. T = \{t_1, t_2, ..., t_m\} is a finite set of transitions, P \cup T \neq \emptyset, P \cap T = \emptyset.
3. I: P \times T \rightarrow \{0, 1\} is an input function that defines the set of directed arcs from P to T, where I_p = 1, if p_i is an input place for t_i, otherwise 0.
4. O: P \times T \rightarrow \{0, 1\} is an output function that defines the set of directed arcs from T to P, where O_t = 1, if p_i is an output place for t_i, otherwise 0.
5. M: P \rightarrow \{0, 1, 2, \ldots\} is a marking vector whose \(i^{th}\) component represents the number of tokens in the \(i^{th}\) place. An initial marking is denoted by \(m_0\).

Considering the heterogeneity of patients’ physical condition and health plan options, colors are introduced into the aforesaid Petri net model and are associated with tokens. The color of a token \(a\) that represents a patient waiting for a clinical treatment decision in the system is defined as \(c(a)\):

\[c(a) = \langle ID_a, PrimaryDisease, (Comorbid Condition)_a, InsuranceType_a, (Quality Measures)_a\rangle\]

where \(ID_a\) is the patient identification number. The second, third and fourth components identify the patient’s primary disease, a set of other illnesses that the patient might have, and the insurance plan that the patient is currently enrolled. The last component, directly coming from the inspection process, is a list of intermediate measurement outcomes pertinent to the patient’s primary disease. For example, the token color of a patient for diabetes treatment is \(\langle 1002, Diabetes, (hypertension, hyperlipidemia, stage 1 congestive heart failure, osteoarthritis), Medical Part D Prescription Drug Plan, (BP: 154/92 mmHg, HbA1c: 8.9%, cholesterol: 145 mg/dl)\rangle\), indicating that the patient has multiple cardiovascular risk factors in addition to his diabetes, and all of the important measures of his diabetes situation are way above normal according to the thresholds set by the National Committee for Quality Assurance [4]. The detailed definition of a Colored Petri Net (CPN) in modeling health decisions is given below.

**Definition 4.2** A Colored Petri Net (CPN) is an extension of PN with twelve-tuple:

\[\text{CPN} = (P, T, I, O, \Gamma, I, \lambda, \rho, \tau, W, P_{\text{PP}}, P_{\text{PF}}, P_{\text{SE}})\]

- \(P\) is partitioned into \(P_{\text{PP}}\), representing patients waiting for process (e.g., waiting for a treatment decision); \(P_{\text{PF}}\), patients in process, \(P_{\text{PP}}\), available treatment options, and \(P_{\text{SE}}\), potential health risks of treatments.
- \(T\) is partitioned into three subsets: \(T_p\), representing patients being admit/re-admit into the health system; \(T_o\), patients being released from the system; and \(T_f\), the flow of patients from waiting-for-process to in-process.

\[\exists t \in T_p, ^*t = \emptyset.\] This type of transitions is usually called source transitions, which has no input places. In our model, it represents the patient admission process.

\[\forall t \in T_o, ^*t = \emptyset, ^*t \cap P_{\text{PP}} = \emptyset, ^*t \cap P_{\text{PF}} \neq \emptyset, ^*t \cap P_{\text{SE}} = \emptyset,\] and \(\forall t \cap T_{\text{PP}} = 1.\) This type of transitions is usually called sink transitions, which has no successor but only one predecessor place \(p\) in \(P_{\text{PP}}\). In our model, it represents the patient being released from the health system.
• $C: \mathcal{P} \cup T \rightarrow \Sigma$ is a color function that defines color domains of places and transitions, where $\Sigma$ is nonempty finite set of colors.

• The $\Gamma_I$ and $\Gamma$ are the post-incidence and pre-incidence matrices, respectively. In particular, $\Gamma[p, t]$ ($\Gamma[p, t]$) associates a set of colors of $C(t)$ (the set of colors of $C(p)$) to a set of colors of $C(p)$ (a set of colors of $C(t)$), where $t \in \mathcal{P}$ ($p \in \mathcal{T}$). The pre- and post-incidence matrices are defined as follows:

1. $\forall (p, t) \in I: \text{if } p \in \mathcal{P}_{PP}, \Gamma[p, t] = f_{id}$ if $p \in \mathcal{P}_{TO}$, $\Gamma[p, t] = \{\}$; Otherwise, $\Gamma[p, t] = 0$. $f_{id}$ stands for "the function makes no transformation in the elements", and $\{\}$ represents the neutral color. In our model, the colors of tokens that represent the availability of treatment options or side effects are neutral.

2. $\forall (t, p) \in O$:

- if $p \in \mathcal{P}_{PP}$ and $t = \emptyset$, $\Gamma[p, t]$ results from the direct measures of the patient in the inspection process; otherwise, $\Gamma[p, t] = f_{id}$.

- if $p \in \mathcal{P}_{PP}$, $\Gamma[p, t] = f$, where $f$ is a function that is decided through the learning HBN to update the color;

- if $p \in \mathcal{P}_{PP}$, $\Gamma[p, t] = f_{id}$ and

- if $p \in \mathcal{P}_{TO} \cup \mathcal{P}_{SC}$, $\Gamma[p, t] = \{\}$.

• $m_0$ satisfies:

1. $\forall p \in \mathcal{P}_{PP} \cup \mathcal{P}_{PP} \cup \mathcal{P}_{SC}, m_0(p) = 0$

2. $\forall p \in \mathcal{P}_{TO}, m_0(p) = \{\}$.

• $\lambda: \mathcal{T}_f \rightarrow \{0\} \cup \mathbb{R}^n$ is an out-of-pocket cost function associated with a flow transition $t$ with a particular color.

• Given the health plan information in the color and the treatment being considered, the out-of-pocket cost function is assumed known a priori.

• $\tau: \mathcal{P}_{PP} \rightarrow \{0\} \cup \mathbb{R}^n$ is the expected benefit of a patient undergoing certain treatment. The value is derived through the learning HBN.

• $w: \mathcal{P}_{SC} \rightarrow \{0\} \cup \mathbb{R}^n$ is the expected health risk of a treatment $p \in \mathcal{P}_{SC}$. The value, determined through the learning HBN, is heavily dependent on the treatment and the patient physical condition.

• $\rho: \mathcal{T}_o \rightarrow [0, 1]$ is a probability value associated with a transition $t \in \mathcal{T}_o$. It is updated through the learning HBN.

An example of CPN for a simplified decision-making process in diabetes care is given in Figure 3. Patients are admitted into the system through "admission/re-admission" transitions $t_1$ and $t_6$ or $t_7$, respectively. Tokens with the corresponding colors that reflect the patients’ physical condition and health plan options are added to the patient place $p_i$, accordingly. A rather simple scenario is considered in the model, where only two composite treatment options (i.e., antihypertensive medication plus a generic statin versus oral hypoglycemic agent, represented by $p_j$ and $p_k$ respectively) are available to the patients, each with different side effects represented by $p_{d}, p_{p}$, and $p_s$. Taking the action of choosing one treatment (e.g., $t_2$ corresponds to $p_j$) over the other leads the patient to the in-therapy stage (e.g., $p_r$ representing patient undergoing the treatment $p_j$). Once a patient is in the stage of "in-therapy" (i.e., $p_r$ and $p_s$), the patient is either released from (e.g., $t_8$ and $t_9$) or re-admitted into (e.g., $t_6$ and $t_7$) the system with certain probabilities.

### B. Learning Hybrid Bayesian Network (HBN)

While the CPN has full knowledge of the clinical actions that can be performed, it does not necessarily know which action is the most appropriate to take without acquiring a set of pertinent data. Such data, imperative to healthcare reasoning, is contingent on the prevailing medical condition and health plan option of the patient being considered. To alleviate this concern, an HBN is used to ascertain the uncertain parameters that describe the important aspects of care. The HBN is a directed acyclic graph which shows how the quantitative and qualitative aspects of the healthcare decision-making process are related. The quantitative nodes are continuous valued nodes, whereas the qualitative nodes are the discrete valued nodes. The probabilistic relationships in the graph are represented as directed arcs, where the parent nodes influence the value of the child nodes. Using this construct, the relationships between all of the parameters of the health decisions can be modeled. When some of the parameters are known, inference can be performed on the HBN, allowing the unknown parameters in the HBN to be ascertained via their probabilistic relationships with the known values in the HBN. The detailed description of the HBN is given below.

**Definition 4.3** A Hybrid Bayesian network (HBN), $G = (V, E)$, is a directed acyclic graph [2]

- $V = \{v_1, v_2, \ldots, v_n\}$ is a set of vertices corresponding to random variables in the domain $V = \Delta \cup \Gamma$. The vertices in set $\Delta$ represent qualitative variables, and those in set $\Gamma$, quantitative variables.

- $E = \{(v_i, v_j) | v_i, v_j \in V, i \neq j\}$ is a set of ordered pairs of vertices indicating a probability dependency between the parent node $v_i$ and the child node $v_j$. The network encodes a joint probability distribution of the domain variables $\mathcal{F}(v_i, v_j, \ldots, v_n)$, where $\Psi_i$ denotes the parents of node $v_i$. 

---

Figure 3: An example of a CPN
In our approach, a HBN can be directly derived from its corresponding CPN. First, we need identify variables of interest in the CPN for the healthcare decision-making, which include the benefits, risks, and costs of each treatment as well as patients’ physical condition and health plan options. As matter of fact, the former set of variables regarding the benefits and risks of a treatment for a patient is contingent on the patient’s physical condition. Their causal relationships are then explicitly modeled in the HBN. However, the cost of a treatment for a patient is not modeled in the HBN due to its deterministic nature given the patient health plan option. Figure 4 is an example of the HBN in relation to the CPN in Figure 3. \( \forall p \in P_{ppp} \) in the CPN, there is a correlative continuous vertex in the corresponding HBN that represents the prevailing condition of the patient’s primary disease before any treatment. Depending on the color of a patient token in \( p \in P_{ppp} \), several other nodes can be added in the HBN. For instance, the quality measures for diabetes (i.e., BP, HbA1c, and Cholesterol) are introduced into the HBN as continuous nodes and the patient’s comorbid condition (e.g., heart failure and hypertension, etc.) as discrete nodes. In a similar fashion, each treatment option represented in the CPN has a discrete node in the HBN corresponding to its probability of success. Each health risk of a treatment in the CPN has a corresponding continuous node in the HBN, indicating the patient’s health risk. Apparently, the health risk of a patient undergoing a treatment is influenced by the success of the treatment and the prevailing patient’s physical condition. All together further impact the patient’s physical condition after the treatment. Finally, \( \forall t \in T_0 \) in the CPN, there is a correlative discrete vertex in the corresponding HBN that represents the probability of a patient being released from the system. Finally, the health benefit of a particular treatment to a patient is modeled as a differential equation of the variation in the patient’s physical condition before and after the treatment.

Once the structure of the HBN has been determined, the probabilistic relationships between each of the nodes must be ascertained. Any of the nodes which do not have a parent node, such as the quality measures of a patient’s diabetes or a patient’s comorbid condition, is either simply a discrete Bernoulli distribution or a univariate Gaussian distribution. Any of the continuous valued nodes with discrete and/or continuous parents, such as the nodes pertaining to the prevailing condition of a patient’s primary disease, is represented as conditional Gaussian. For the node which represents the probability of a patient being released from the system, a logistic function [3] is used, since it is a discrete valued node with a continuous parent.

The use of inference on a HBN then allows us to ascertain the posterior probabilities of nodes in the HBN, given some evidence. For example, when a patient is diagnosed with Type 2 diabetes and hypertension, he is at greater risk of cardiovascular complications and renal disease. Since the relationship between a patient’s physical condition (including the comorbid condition) and his health risks of undertaking a treatment is well defined in the HBN, inference can be used to update probabilities that bring the estimated patient’s health risks closer to the real practice. A cursory overview of a patient in the initial stage or any clinical treatment action can yield valuable evidence for use with inference. The results from inference can then be feed back to the CPN and used to refine health guidelines and to improve future health decisions.

![Figure 4: A HBN derived directly from the CPN in Figure 3.](image)

C. Adaptive Health Decision Heuristic

With the natural setting of integrating the CPN model with a HBN, the health reasoning problem can be solved using a closed-loop control as depicted in Figure 2. At each patient-physician encounter, any knowledge that is known about the patient, including his physical condition and health plan options, is sent to the HBN for use in inference. Once the inference is performed, the values of the uncertain parameters are updated (e.g., the risks of a patient under certain treatment) and fed back to the CPN. With the newly updated knowledge of health treatment options, an informed decision can then be made by evaluating the expected health value of a treatment transition \( t \in T_F \) in the CPN as defined in Eq. 4.1, where \( q \in t \land q \in P_{sk} \land p \in t \land p \in P_{pp} \).

\[
\text{HealthValue}(t) = \pi(p) \cdot \lambda(t) \cdot \sum_{(q)}
\]  

(4.1)
This process continues until the patient is released from the system with certain probability $\rho$. The readmission of the patient with the probability $1-\rho$ resumes the reasoning process again.

V. CONCLUSION

This paper presents a learning-based strategy to explicitly model and effectively manage involved uncertainty in healthcare decision-making. More specifically, a colored Petri net model linked with a hybrid Bayesian network is proposed to address two imperative issues in the development of a value-driven learning healthcare system: (1) mathematical representation of the complex health care processes to ensure shared decision-making; and (2) exploration and exploitation of knowledge about patients and health outcome measures for continuous improvement. To benchmark the proposed conceptual model in large-scale health practices is the focus of our future research.
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