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Abstract— Differentiating between Web services that share 
similar functionalities is becoming a major challenge into the 
discovery of Web services. In this paper we propose a framework 
for enabling the efficient discovery of Web services using 
Artificial Neural Networks (ANN) best known for their 
generalization capabilities. The core of this framework is 
applying a novel neural network model to Web services to 
determine suitable Web services based on the notion of the 
Quality of Web Service (QWS). The main concept of QWS is to 
assess a Web service’s behaviour and ability to deliver the 
requested functionality. Through the aggregation of QWS for 
Web services, the neural network is capable of identifying those 
services that belong to a variety of class objects. The overall 
performance of the proposed method shows a 95% success rate 
for discovering Web services of interest. To test the robustness 
and effectiveness of the neural network algorithm, some of the 
QWS features were excluded from the training set and results 
showed a significant impact in the overall performance of the 
system. Hence, discovering Web services through a wide selection 
of quality attributes can considerably be influenced with the 
selection of QWS features used to provide an overall assessment 
of Web services. 

Keywords— UDDI, Service Registries, Web Services, Quality of 
Service, Neural Networks. 

I.  INTRODUCTION 
Development and deployment of Web services using a 

service-oriented architecture (SOA) is one of the best 
approaches for businesses to adapt their business processes to 
meet new requirements. Web services are becoming the ideal 
platform for SOA particularly due to their ability in achieving 
interoperability by dynamically consuming data regardless of 
language platform, operating system, or hardware type. 
However, one of the main challenges in achieving this dynamic 
environment is assessing the behaviour of Web services to 
meet client requirements. Although clients’ perception of the 
behaviour of Web services may vary, providing an overall 
assessment rating covering a wide variety of Quality of Web 
Service (QWS) features is a fundamental step toward the 
differentiation of Web services that share similar 
functionalities.  

In order to assess the behaviour of a Web service, it is 
essential to continuously monitor and collect various QWS 
features. QWS should therefore cover a large number of 
qualitative and quantitative properties (non-functional 

properties) that provide an overall measure of the Web service 
performance in delivering the required functionality and in 
accordance with existing standards. Using QWS for Web 
services, query optimization can be achieved when looking for 
relevant Web services. However, the key challenge is how to 
define appropriate properties to characterize QWS and 
therefore provide service-based queries.  

To address the above mentioned issues, this paper 
introduces a comprehensive model for QWS and defines QWS 
properties for individual Web services. The rest of this paper is 
organized as follows: Section Two discusses some of the 
related work. Section Three discusses the classification of Web 
services. Section Four describes the use of Artificial Neural 
Networks (ANNs) for the implementation of the current 
system. Section Five describes how QWS data is collected 
Section Six discusses results and performance of the current 
system. Finally conclusion and future work are discussed in 
Section Seven. 

II. RELATED WORK 
Several Web services may share similar functionalities, but 

with different non-functional attributes. When discovering Web 
services, it is essential to take into consideration the functional 
and non-functional properties for finding relevant Web services 
of interest and therefore, rendering an effective selection 
process.  

Although there have been numerous efforts to provide QoS 
support for Web services [10], very little research has been 
conducted to explain the collection of service qualities can be 
achieved in a transparent and fair manner. In addition, there is a 
high probability that service providers may perform changes or 
updates to a Web service and as a result QoS values may also 
be affected. Very little research has been conducted on how to 
guarantee that the QoS information collected at runtime contain 
the most recent QoS information. The proposed solution 
provides an active monitoring tool that continuously collects 
the most recent and up-to-date QoS values and ensures that 
QoS computations are performed in an open and dynamic 
manner.  

In [14], an approach for certifying QoS information by a 
Web service QoS Certifier is proposed. In this approach, the 
Web service provider has to provide QoS information at the 
time of registration. Registration will be placed on hold until a 
Web service Certifier issues a certification ID. Once the 
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certifier verifies the claims of the QoS information supplied by 
the service provider, the UDDI then registers the Web service. 
However, this approach does not provide a reliable mechanism 
and an adequate solution for solving the support of QoS 
properties for Web services. This solution proposes the 
extension of the current UDDI design which might not be 
feasible, concentrates on verifying QoS properties at the time 
of registration, does not provide any guarantees of having up-
to-date QoS information (i.e. in case of Web service updates or 
changes), and requires service providers to go through 
additional steps during the publishing process which enforces 
service providers to think of ways on how to measure the QoS 
of their Web services. In addition, the current solution does not 
differentiate between QoS properties directly supplied by 
service providers [8] (i.e. classification, and cost) or how the 
QoS certifier handles such parameters when issuing a 
certification.    

Other approaches focused on the use of QoS computation 
and policing in improving the selection of Web services 
[11,20], developed a middleware for enhancing Web Service 
composition for monitoring metrics of QoS of Web services 
[15], using an agents based on distributed reputation metric 
models [16], and using conceptual model based on Web 
Service reputation [13].  Many of these approaches do not 
provide guarantees as to the accuracy of QoS values over time 
or having up-to-date QoS information. In addition, preventing 
false ratings using reputation metric models is not present and 
therefore, false information may be collected and as a result 
may significantly impact the overall ratings of service 
providers.  

There are other approaches focused on the use of text 
document matching [9,18,19,12] and mainly depend on the 
analyzing the frequency of terms. Other approaches studied the 
use of supervised classification and unsupervised clustering of 
Web services [7], artificial neural networks [1], or using 
unsupervised matching at the operation level [5]. However, 
many of these approaches do not take advantage of applying 
neural networks to identify Web services based on their 
classification when discovering relevant Web services. Using 
neural networks, we can determine Web services that are 
considered to be first class objects and find any patterns or 
relationships with other similar Web services of interest (i.e. 
service-links) based on their behaviour and measured QWS 
parameters. 

III. CLASSIFICATION OF WEB SERVICES 
It is very common that business entities may offer the same 

Web service in many forms and variations. A service provider 
may offer the same service but with different feature set and 
pricing. For instance, Amazon.com provides the Amazon Web 
Service (AWS) which enables developers to partially access its 
technology platform. However, the service provider, in this 
case Amazon.com, may provide different qualities of the AWS 
service at varying QWS-related features such that AWS 
Enterprise provides a class of services with a maximum 
throughput of 1,000 invocations/second (i.e. type Platinum) 
while AWS Basic provides a class of services with a maximum 
throughput of 200 invocations/second (i.e. type Bronze) as 
shown on Table I. 

The categories representing various service offering differ 
in service qualities or properties such that the Platinum 
provides higher levels of quality (i.e. less response time, 
cheaper flexible licensing information, among others) while 
those under the Bronze class offer the same service properties 
but at a lower quality (i.e. slightly higher response times, strict 
licensing information, among others) as shown in Table II. 

The measured QWS values are used by the neural network 
to classify those services that have higher ratings in terms of 
QWS. Treating all QWS parameters with equal weights, we use 
the confidence intervals of the standard deviation based on a 
relevancy function called WsRF [4] to determine the normal 
distribution and classify each Web service to a corresponding 
service group. WsRF is used to measure the relevancy ranking 
of a particular Web service. QWS parameters help determine 
how Web services can be treated or categorized. The 
classification scheme is used by the Artificial Neural Network 
(ANN) as a classifier or label for training the network. 

IV. ARTIFICIAL NEURAL NETWORKS 
Finding the correct feature set for the physical process in 

this study is a common problem when it is associated with 
classification and/or selection. There is no unique feature 
extraction technique that is capable of satisfying the 
requirements of all types of data. Therefore, a solution using 
Artificial Neural Networks (ANNs) is used in order to increase 
the success rate of finding the best available service over 
ordinary solutions. There are many reasons for using artificial 
neural networks for this system as a classifier: (1) artificial 
neural network provides a simple representation for physical 
implementation; (2) weights that represent the solution are 
generated through iterative training; and (3) ANN produces 
correct results for inputs that are not present in the training set. 
Neural networks can be used for classification of Web services. 
In fact, Web services can be represented as a graph in which 

TABLE  I SAMPLE WEB SERVICE CLASSES FOR AWS 

AWS Service Offering Platinum Gold Silver Bronze 

Enterprise �    

Professional  �   

Ultra   �  

Basic    � 

 

TABLE II SAMPLE WEB SERVICE CLASSES FOR AWS 

QW Property/Category Platinum Gold Silver 

Response Time (ms) 3.45 6.54 8.90 

Throughput (max. req.) 1000 400 200 

Availability (%/month) 100% 95% 90% 

Reliability 100% 90% 85% 
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nodes represent QWS parameters and arcs denote relationships 
or patterns. In this paper, a backpropagation neural network 
(BPNN) algorithm is implemented.  

Classifying Web services into class types using artificial 
neural networks listed in Table I is not a simple classification 
problem. In order to solve the service classification problem, 
one hidden layer is used in the feedforward neural network. In 
the proposed system, all neurons use sigmoid activation 
function. Random values, which serve as weights, are 
generated for all connections from input to hidden (referenced 
by vhi) and from hidden to output layers (reference by wij). In 
addition, biases are assigned random values at the hidden nodes 
(θi) and the output node (τi). The activation functions at the 
hidden layer (referenced by bi) are calculated using the 
following equation: 

   )(
1

ihi

n

i
hi vafb θ+×= ∑

=

          (1) 

where f(x) is the logistic sigmoid threshold function f(x) = 
1/(1+e-x). The activation values at the output layer (referenced 
by cj) are calculated as follows: 
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where f(x) is the logistic sigmoid threshold function f(x) = 
1/(1+e-x).  

The backpropagation neural network has been trained with 
moderate values for the learning rate (α) and momentum (μ). 
The weights are recalculated every time a training vector is 
presented to the network. The exit strategy or the termination 
condition for the network is based on the sum square error until 
it reaches a certain threshold assigned prior to running the 
network. The network should be able to classify a given Web 
service into any of the class types discussed in Table I. The 
neural network can be used for classification of Web services 
in which it can determine patterns, trends or relationships with 
other Web services in the same domain of interest based on the 
QWS values or their overall assessment in delivering the 
required functionality. In this manner, the neural network is 
capable of identifying first class objects and be able to also 
recommend services of interest in a ranked manner based on 
their classification and assessment. 

V. MONITORING QWS FOR WEB SERVICES 
The key in assessing a Web service is to continuously 

monitor its behaviour in delivering the required functionality or 
over a given period of time. Prior to monitoring services, it is 
crucial to be able to collect as many Web services that are 
available over the Web from accessible resources including 
service registries, search engines’ databases, service portals, 
sharing platforms, among others. To achieve this task, we used 
our Web Service Crawler Engine (WSCE) [3,21] that 
continuously collects Web service information available from 
any accessible resource. Crawling Web services is a critical 
step toward obtaining meaningful QWS values.  

Ideally, to assess the quality of a particular Web service, it 
is essential that it contains at least one accessible operation 
which means that a service endpoint has to be valid. However, 
some Web services may contain one or more operations but the 
service endpoint is not accessible and hence could not be 
monitored or considered serviceable. An automated engine 
such as WSCE can determine the serviceability of Web 
services which can then be used for monitoring. Once a Web 
service passes through WSCE serviceability tests, it is stored 
into the Web Service Storage (WSS) which activates the 
Quality Web Service Manager (QWSMan) to begin monitoring 
newly added services. WSCE, WSS, and QWSMan are part of 
our larger Web Service Broker (WSB) framework [2].  

Although receiving a successful response when invoking a 
Web service indicates its serviceability, there is no mechanism 
to determine if the response is only dependent on the service 
provider generating it. For example, a response of a particular 
Web service may depend on two or more other subcomponents 
or external resources, and therefore it would be beneficial to 
determine the processing time. The processing time is the time 
it takes for a Web service provider to process an incoming 
request and sending a response. However, for the purpose of 
this paper, we assume that Web services exclusively reside on 
the service providers host servers and do not depend on any 
external subcomponents. 

VI. DATA, RESULTS, AND DISCUSSION 
In order to suit the purpose of the backpropagation artificial 

neural network, we used the publicly available Quality of Web 
Service (QWS) dataset [17]. QWS dataset is composed of a set 
of QWS measurements for 2,507 real Web service 
implementations that exist on the Web today. The Web services 
were collected using the Web Service Crawler Engine (WSCE) 
[3] and quality measurements were conducted using the Quality 
of Web Service Manager (QWSMan) [4]. The majority of the 
Web services collected in this QWS dataset were obtained from 
public sources including Universal Description, Discovery, and 
Integration (UDDI) registries, service portals, and Web search 
engines. Each Web service measurement consists of nine QWS 
parameters measured using commercial Web service 
benchmark tools. A sample result (available on the Web in [17] 
– Demo section) for a query with the keyword “sms” to the 
WSB framework yield the results shown in Figure 1. Table III 
presents QWS parameters, description and measuring units 
which were used for this method   

 
Figure 1.   Sample screenshot of our system using QWS Dataset 
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Figure 1 shows a sample output for a query performed to 
the WSB framework in which services that match a given 
query are considered in the output result. The WsRF is 
computed for all matching Web services. The ANN is then 
used to classify each Web service into a specific class (i.e. 
Platinum, Gold, Silver, Bronze). A service that is categorized 
as Platinum is shown with 4 stars in Figure 1 while one that is 
classified as Bronze is represented with 1 star. For example, 
“emSOAPService” is classified as type Bronze (from Table I) 
because it has long response time, and low reliability rate.  

A sample cross section of the QWS dataset is shown in 
Table IV for six collected Web services. The IDs in Table IV 
header represent QWS identifiers from Table III. QWS 
parameters shown in Table IV are used as inputs to the 
backpropagation neural network. In order to select the best 
Web service or one that is considered to be first class object, 
there exists a list of Web services in which the neural network 
must be able to select or propose.  

The samples in the QWS dataset are classified into one of 
the given categories presented in Table II (i.e. when a query is 
performed). A client, for example, makes a query to the WSB 
framework, and our ANN-approach will classify Web services 
based on their overall WsRF ranking, as shown in Figure 1. 
The WsRF rating (i.e. 10th parameter from Table III) is 
calculated based QWS measurements conducted by QWSMan. 

More information on our ranking using QWS parameters can 
be found in [4]. 

A program was written to allow clients to define weights 
that represent level of importance to any of the QWS 
properties. Each client preference is represented by a 
percentage and then converted to a scale of 0 to 1 to be later 
used as weights. For example, if a client searches for a 
particular Web service and assigns more weight to QWS 
parameter 3 (throughput) with 100% priority, then the program 
would choose the Web service with the highest throughput 
from services within the QWS dataset.  

In order to determine the performance of the neural 
network, an acceptable error value is used to determine if the 
network is able to converge into a possible solution or not. Due 
to the fact that the neural network uses a logistic function in 
order to detect the error for each iteration, the input must be 
within the range of 0 and 1 (since the sigmoid will make sure 
that the nodes at the output node will never be 1 or 0 but either 
1-e or e). For all of the samples in the QWS dataset, the inputs 
must be normalized. In order to achieve this task, two steps 
were necessary: first step is to (center) subtract its average, and 
second step is to (scale) divide by its standard deviation. In this 
manner, the input can still be fed into the standard logistic 
function and work with the backpropagation algorithm 
implemented.  

In order to measure the performance of the neural network 
selection scheme defined as the performance rate, the following 
formula is used: 

         
rvicesTotalWebSe

lassifiedCorrectlyCPR ×=100               (3) 

where PR represents the performance rate.  

Since the number of hidden nodes using the 
backpropagation algorithm has to be defined prior to the 
training process, the structure could not be determined by the 
training algorithm. Hence, only a portion of the QWS data with 
equal number of samples for each classification group or Web 
service type is used to find the network configuration with the 

TABLE III. QWS PARAMETERS 

I
D Parameter Description 

1 Response Time Time to send a request and receive a response 

2 Availability Successful invocations/total invocations 

3 Throughput Total Number of invocations /period of time 

4 Successability Ratio: # response messages / # request messages 

5 Reliability Ratio: number of error messages/total messages 

6 Compliance Extent a WSDL follows a specification 

7 Best Practices Extent of following WS-I Basic Profile 

8 Latency Time to process a given request 

9 Documentation Measure of documentation in WSDL 

10 WsRF Rank for Web Service Quality 

11 Classification Levels representing service offering qualities 

12 Service Name Name of the Web service 

13 WSDL Address Location of the (WSDL) file on the Web 

 

TABLE IV. SAMPLE QWS DATA FOR SIX WEB SERVICES 

Service ID 1 2 3 4 5 6 7 8 9 10 11 

Service 1 45 83 27.2 50 97.4 89 91 43 58 100 1 

Service 2 70 100 5.4 83 79.3 100 75 63 91 90 1 

Service 3 120 100 3.6 91 82.7 100 84 94.17 10 75 2 

Service 4 129.34 56 5.1 48 74.5 78 77 37.69 89 76 2 

Service 5 125.44 100 13.5 86 86.4 78 80 125.33 91 86 1 

Service 6 1292 100 9.3 67 65 78 84 1249 36 64 3 

TABLE V.      CONSTANT USED FOR THE BPNN CONFIGURATION 

Learning Rate 0.1 
Momentum 0.1 

Acceptable Error 0.005 
Range [-0.7 0.7] 

Number of Epochs 647 
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highest performance. Table V summarizes the constants used 
with different network configuration. 

Using different network configurations, the highest 
performance rate is shown to be using the network 
configuration with eight input nodes, 14 hidden nodes, and 1 
output node yielding 99.07% performance rate. Based on the 
highest performance rate of 99.07%, the network configuration 
of 10x14x1 was applied to training all of the samples in the 
QWS dataset. Only 77% of the training dataset were considered 
for the testing mode which yields a success rate of 95%. The 
results from the training phase of the neural network with 
99.07%.  

The convergence rate based on the number of epochs and 

iterative decrease in error is shown in Figure 2 (from Trial 1) 
with varying the network’s learning rates. 

In order to test for the accuracy of the system, an additional 
set of trials was conducted with setting the error convergence 

rate to 0.05 and varying the learning rate for the neural 
network. Figures 3 and 4 show the obtained results. 

To effectively test the accuracy of the system, a test for 
significantly lowering the error rate to 0.0005 yields the graph 
in Figure 5. Figure 5 shows the convergence of the 
backpropagation neural network to a solution within an 
acceptable error value of 0.0005. As illustrated in Figures 3-5, 
increasing the error value results in a smoother curve and the 
network converges into a solution at a faster rate (i.e. number 
of epochs decreases). Due to the fact that using momentum in a 
backpropagation algorithm takes into consideration the 
previous delta of the previous inter-connection, the system 
converges into a solution at a slightly faster rate than running 

the neural network without momentum as can be shown in 
Figure 4.  

It was noted that varying the learning rate and the number 
of nodes have considerable impact on the performance of the 
system. The higher the leaning rate, the faster the system 
converges; however, there is trade off in terms of the 
decreasing performance of the network in selecting the best 
Web service. This is due to the fact that higher learning rates 
allow the backpropagation neural network to learn quickly and 
therefore does have the necessary time to adapt or learn enough 
to make accurate distinctions. As shown in Figures 4 and 5, the 
lower the acceptable error, the longer the network will 
converge.  

Results from Figure 5 show that learning rates can have a 
significant impact on the speed and processing time of the 
neural network and that the network takes more iterations to 
converge into a solution. Results from Figure 5 also show that 
using smaller acceptable error such as 0.0005 will eventually 
take longer for the network to converge and find the most 
suitable Web service. These results suggest that the smaller the 
acceptable error, the longer the network will take to converge. 
Therefore, when choosing a neural network as an acceptable 
solution for selecting the best Web service match, a use of 
combination of learning rates and acceptable error values must 
be selected with caution particularly when running the system 
in real-time environments.  

Finding the best combination of QWS properties for the 
selection of Web services can become very challenging. In the 
QWS dataset, the nine collected/measured QoS properties 
appear to have solid results with a reasonable performance. 

Trial I: Error: 0.05, Learning Rate: 0.8
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Figure 2. Number of epochs versus error (Trial 1) with learning rate of 0.8
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Figure 5. Number of epochs versus error (Trial 3) with learning rate of 0.5
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Figure 3. Number of epochs versus error (Trial 1) with learning rate of 0.4
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However, it would desirable to determine how the network will 
behave if the number of QWS parameters is reduced. The 
outcome of this test can enable the determination of those QWS 
features that can be considered to provide valuable information 
or are essential when determining the overall quality of a Web 
service. In addition, this test will enable the creation of default 
QWS templates that vary the selections of QWS parameters 
such that they could be used to accommodate various clients’ 
perceptions (i.e. cost-driven, compliance-driven, network-
driven, among others).  

To determine the accuracy of this analysis, an additional 
test was performed by removing several QWS parameters from 
the neural network and tested the network to evaluate its 
performance. We performed a test by removing the two QWS 
parameters: response time and throughput and determined that 
the network performance rate degraded significantly to 70.4% 
success rate. Applying the same test but slightly the QWS 
parameters removed (i.e. removing successability and 
reliability), the network performance is 87.3%. The outcome of 
these events suggest that the more QWS parameters we have, 
the higher the performance of the neural network. 

VII. CONCLUSION 
A backpropagation based neural network has been 

presented in this paper for the purpose of discovering Web 
services of interest based on service classification. The use of 
non-functional properties of Web services can significantly 
improve the probability of having relevant output results. To 
achieve this task, we used the publicly available QWS Dataset 
as inputs for the neural network. The feature set is mainly 
dependent on several factors such as response time, throughput, 
availability, compliance, among others. Results show that there 
exists a relationship between possible non-functional properties 
although having non-uniform metrics. The use of neural 
networks provides a way to optimize the selection of the best 
available Web service. The average performance rate of the 
neural network is 95%. In all of the three trials conducted for 
testing this system, the neural network always converged into a 
solution which suggests that the use of neural networks in 
discovering the most suitable Web service positively can be 
used.  

The proposed solution provides an effective discovery 
mechanism for finding the high quality Web services based on 
non-functional properties; however, there is room for 
improvement. It is observed that the backpropagation neural 
network takes long time during the training mode due to the 
large data size which could become an issue when 
implementing such system in real-time manner. In addition, the 
ability of the system configuration to quickly adapt to current 
data being fed into it might become infeasible since the 
proposed method defined the number of hidden nodes prior in 
the training mode. Nonetheless, the proposed method has 
shown that neural networks can be applied and used for 
applications in the discovery and selection of Web services as a 
starting point in which can serve as basis for other types of 
neural networks. The ability to use other types of neural 
networks such as ARTMAPs, Fuzzy ARTs, or Self Organized 
Map is a solution that can be explored in the future and 
compared against the backpropagation algorithm. 
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