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Abstract—In this paper, Ant Colony System (ACS) algorithm is applied for edge detection in grayscale images. The novelty of the proposed method is to extract a set of images from the original grayscale image using Multiscale Adaptive Gain for image contrast enhancement and then apply the ACS algorithm to detect the edges on each of the extracted images. The resulting set of images represents the pheromone trails matrices which are summed to produce the output image. The image contrast enhancement makes ACS algorithm more effective when accumulating pheromone trails on the true edge pixels. The results of the experiments are presented to confirm the effectiveness of the proposed method.

Index Terms—Ant colony system, Edge detection, Nonlinear image enhancement.

I. INTRODUCTION

Swarm Intelligence systems are typically made up of a population of simple agents interacting locally with one another and with their environment. The group of individuals acting in such a manner is referred to as a swarm [1]. The term stigmergy is used to describe the indirect form of communication between individuals in a swarm via environment. Individuals within the group interact by exchanging locally available information such that the global objective is reached more efficiently than it would be done by a single individual.

Ant Colony System (ACS) is a swarm intelligence algorithm which exploits the self-organizing nature of real ant colonies in their search for food [2]. Ant-based algorithms have been used to successfully solve many complex problems, such as the travelling salesman problem [3], quadratic assignment problem [4], data mining [5], data clustering [6], and image retrieval [7]. Ant-based algorithms have been as well proposed to solve the problem of edge detection [8], [9].

Edge detection is a preprocessing step in applications of image segmentation and computer vision. Edges represent important contour features in the corresponding image as they are the boundaries where distinct intensity changes or discontinuities occur. Edge detection is a process which transforms a grayscale image to a binary image which indicates either the presence or the absence of an edge [10], [11]. In practice, it is impossible to design an edge detector capable of finding all true, and only the true edges in an image. Furthermore, edge detectors give ambiguous information about location of object boundaries. This usually results in edge detectors being subjectively evaluated by observers [12].

Numerous edge detection techniques have been proposed. The Prewitt operator was proposed to extract contour features by fitting a Least Squares Error (LSE) quadratic surface over a $3 \times 3$ image window and differentiate the fitted surface [13]. The edge detectors such as Sobel [14] or Canny [15] use local gradient operators, sometimes with additional smoothing for noise removal. The Laplacian operator uses a second order differential operator to find edge points based on the zero crossing properties of the processed edge points [16]. Although conventional edge detectors usually perform linear filtering operations, there are various nonlinear methods proposed. Panetta et al. in [17] proposed a logarithmic edge detection method based on Parameterized Logarithmic Image Processing (PLIP) and a four directional Sobel method, achieving a higher level of independence from scene illumination. Xiangjian et al. [18] presented an edge detection method based on bilateral filtering which achieves better performance than single Gaussian filtering. Mertzios and Tsirikolias [19] proposed using the Coordinate Logic Filters (CLF) for purpose of edge extraction. CLF constitute a class of nonlinear digital filters that are based on the execution of Coordinate Logic Operations (CLO). Danahy et al. [20] introduced an alternative method for calculating CLF using Coordinate Logic Transforms (CLT) and presented a new measure and thresholding technique for the detection of edges in grayscale images.

In this paper, we propose a method that combines nonlinear image enhancement with ACS-based edge detector. Multiscale Adaptive Gain as a nonlinear image enhancement technique is described in Section II. Section III presents the ACS algorithm where the distributed system of agents (ants) and their self-organizing nature are described as a result of an iterative process. The proposed edge detection method as the combination of the Multiscale Adaptive Gain and ACS algorithm is described in Section IV. Experimental results are also presented in this section. Finally, in Section V conclusions are made.

II. NONLINEAR IMAGE ENHANCEMENT

Image enhancement techniques emphasize important features in image while reducing the noise. In order to accomplish multiscale contrast enhancement, Multiscale Adaptive Gain is applied by suppressing pixel values of very small amplitude and enhancing only those pixels larger than a certain threshold within each level of the transform space. The nonlinear
operation is described with the following equation [21]:

\[
G(I) = \alpha [\text{sigm}(k(I-B)) - \text{sigm}(-k(I+B))] \tag{1}
\]

where

\[
\alpha = \frac{1}{\text{sigm}(k(I-B)) - \text{sigm}(-k(I+B))} \tag{2}
\]

where \(I = I(i,j)\) is the gray value of the pixel at \((i,j)\) of the input image and \(\text{sigm}(x)\) is defined as

\[
\text{sigm}(x) = \frac{1}{1 + e^{-x}} \tag{3}
\]

and \(B\) and \(k\) control the threshold and rate of enhancement, respectively. \((0 < B < 1, B \in \mathbb{R}; k \in \mathbb{R})\). The transformation function (1) in respect to the original image pixel values is shown in Fig. 1. It can be seen that \(G(I)\) is continuous and monotonically increasing, therefore, the enhancement will not introduce new discontinuities into the reconstructed image.

III. ANT COLONY SYSTEM ALGORITHM

ACS algorithm is based on the foraging behavior of ant colonies. The artificial ants, unlike their biological counterparts, move through a discrete environment defined with nodes, and they have memory. When moving from one node to another, artificial ant leaves a pheromone trail on its route. The pheromone trail attracts other ants, which by positive feedback leads to a pheromone trail accumulation. Negative feedback is applied through the pheromone evaporation which, importantly, restrains the ants from taking the same route, i.e. prevents the algorithm stagnation.

After defining the discrete environment in which the artificial ants can move, the ACS algorithm starts with an initialization step which is followed by iterative construction of new solutions and pheromone update. The ACS algorithm involves the following steps:

1) Initialization: certain number of ants is placed on randomly chosen nodes.
2) Node transition rule: ants probabilistically determine the next node to move to. The probability of displacing \(k\)th ant from node \(i\) to node \(j\) is given by:

\[
P^{k}_{ij} = \begin{cases} \frac{(\tau_{ij})^\alpha(\eta_{ij})^\beta}{\sum_{k \notin \text{tabu}_k}(\tau_{ijk})^\alpha(\eta_{ijk})^\beta} & \text{if } j \notin \text{tabu}_k \\ 0 & \text{otherwise} \end{cases} \tag{4}
\]

where \(\tau_{ij}\) and \(\eta_{ij}\) are the intensity of the pheromone trail on edge \((i,j)\) and the visibility of the node \(j\) from node \(i\), respectively, and \(\alpha\) and \(\beta\) are control parameters \((\alpha, \beta > 0; \alpha, \beta \in \mathbb{R})\). Tabu list contains the nodes that have already been visited by the \(k\)th ant.

3) Pheromone update rule: after every ant has constructed a solution of which pixel to move to, the pheromone update is applied:

\[
\tau_{ij,(\text{new})} = (1 - \rho)\tau_{ij,(\text{old})} + \sum_{k=1}^{m} \Delta \tau_{ij}^k \tag{5}
\]

where \(\rho\) is the pheromone evaporation rate \((0 < \rho < 1, \rho \in \mathbb{R})\), and \(\Delta \tau_{ij}^k\) is the amount of pheromone laid on edge \((i,j)\) by the \(k\)th ant, and is given by:

\[
\Delta \tau_{ij}^k = \begin{cases} \frac{f_k}{Q} & \text{if edge } (i,j) \text{ is traversed by the } k\text{th ant at the current cycle} \\ 0 & \text{otherwise} \end{cases} \tag{6}
\]

where \(f_k\) is the fitness value of the solution found by \(k\)th ant and \(Q\) is a constant.

4) Stopping criterion: The steps 2 and 3 are repeated in a loop and algorithm stops executing when the acceptable solution is found or the maximum number of iterations is reached.

![Fig. 1. Transformation function \(G(I)\) in respect to the original image pixel values: (a) \(B = 0.45; k = 10, 20\) and 40; (b) \(B = 0.2, 0.45\) and 0.7; \(k = 20\).](image)
IV. THE PROPOSED METHOD AND EXPERIMENTAL RESULTS

The proposed method is based on the foraging behavior of ant colonies where, in search for food, ants leave pheromone trails in order to attract other ants to follow their route. For the edge detection problem, the routes are the edges of the objects in image and pixels in the image represent the nodes.

The input to the ACS algorithm is a set of images generated from the original grayscale image by applying the Multiscale Adaptive Gain as a nonlinear image contrast enhancement. The resulting set of images are the matrices of pheromone trails accumulated on the edge pixels. The output image is obtained as a sum of the pheromone trails matrices. A global threshold is applied to discard the irrelevant edges, and morphological thinning gives the final result. The block diagram of the proposed method is shown in Fig. 2.

A. Multiscale Adaptive Gain

The adaptive histogram enhancement defined in (1) is applied to the input image:

\[ 0 \leq I(i,j) \leq I_{\text{max}}, \quad i = 1,2,\ldots,N; \quad j = 1,2,\ldots,M. \]

The values of \( B \) and \( k \) are varied to obtain the set of 9 enhanced images: \( B = 0.2, 0.45 \) and \( 0.7; \quad k = 10, 20 \) and \( 40. \) The effects of the transformation function (1) on the input image "cameraman" are shown in Fig. 3.

B. Edge Detection Based on Ant Colony System Algorithm

The ACS algorithm is applied to each of the 9 enhanced images. It is an iterative process of \( N_c \) cycles with \( N_i \) iterations, and includes the following steps:

1) Initialization: the number of ants proportional to \( \sqrt{N \cdot M} \) is randomly distributed on the pixels in the image. Only one ant is allowed to reside on a pixel within the same iteration. Initial pheromone trail for each pixel is set to 0.01, otherwise by setting it to zero, the ants would never move to a neighboring pixel. The visibility of the pixel at \((i,j)\) is calculated as follows:

\[ \eta_{ij} = \frac{1}{I_{\text{max}}} \cdot \max \left( \frac{|I(i-1,j-1) - I(i+1,j-1)|}{I_{\text{max}}}, \frac{|I(i-1,j+1) - I(i+1,j+1)|}{I_{\text{max}}}, \frac{|I(i,j-1) - I(i,j+1)|}{I_{\text{max}}}, \frac{|I(i-1,j) - I(i+1,j)|}{I_{\text{max}}} \right) \]

where \( I_{\text{max}} \) is the maximum gray value in the image. For the pixels in regions of distinct gray intensity changes the higher visibility values are obtained.

2) Pixel transition rule: If the \( k \)th ant is found on a non-edge pixel or surrounded by the pixels that are either in the tabu \( k \) list either occupied by another ants, it is randomly placed to another pixel that is neither occupied by another ant neither found in the tabu \( k \) list. Otherwise, the probability for the \( k \)th ant to move from pixel \((r,s)\) to pixel \((i,j)\) is calculated by:

\[
 p_{(r,s)\rightarrow(i,j)}^k = \frac{(\tau_{ij})^\alpha \eta_{ij}^\beta}{\sum_u \sum_v (\tau_{uv})^\alpha \eta_{uv}^\beta} \quad \text{if} (i,j) \text{ and } (u,v) \text{ are allowed nodes}
\]

\[
= \begin{cases} 
\frac{(\tau_{i,j})^\alpha \eta_{i,j}^\beta}{\sum_u \sum_v (\tau_{u,v})^\alpha \eta_{u,v}^\beta} & \text{if} (i,j) \text{ and } (u,v) \text{ are allowed nodes} \\
0 & \text{otherwise}
\end{cases}
\]

Fig. 2. Block diagram of the proposed edge detection method

Fig. 3. Effects of the transformation function \( G(I) \); "Cameraman" 256 × 256 pixels: (a) Original image; (b) \( B = 0.2, k = 10 \); (c) \( B = 0.45, k = 20 \); (d) \( B = 0.7, k = 40 \).
where $\tau_{ij}$ and $\eta_{ij}$ are the intensity of the pheromone trail and the visibility of the pixel at $(i, j)$, respectively, and $\alpha$ and $\beta$ are control parameters ($\alpha, \beta > 0$; $\alpha, \beta \in \mathbb{R}$). Designated values $\alpha = 2.5$ and $\beta = 2$ were determined on the trial and error basis. The ant memory, i.e. the length of the tabu list was set to 10. Possible ant’s transitions to the neighboring pixels are shown in Fig 4.

3) Pheromone update rule: Negative feedback is demonstrated through the pheromone trails evaporation according to:

$$
\tau_{ij} = (1 - \rho)\tau_{ij}(\text{old}) + \Delta\tau_{ij}
$$

(9)

where

$$
\Delta\tau_{ij} = \sum_{k=1}^{m} \Delta\tau_{ij}^k,
$$

(10)

and

$$
\Delta\tau_{ij}^k = \begin{cases} 
\eta_{ij} & \text{if } \eta_{ij} \geq T \text{ and } k\text{th ant displaces to pixel } (i, j) \\
0 & \text{otherwise.}
\end{cases}
$$

(11)

$T$ is a threshold value. Pheromone evaporation prevents algorithm stagnation. The value $\rho = 0.04$ used in the experiments was chosen by trial and error. In case of repeatedly not-visited pixels pheromone trail evaporates exponentially.

4) Stopping criterion: The steps 2 and 3 are repeated in a loop and algorithm stops executing when the maximum number of cycles and iterations is reached. In our experiments, the values that gave satisfactory results for the acceptable computational time of execution were: the number of cycles was chosen to be 3, and the number of iterations was set to 40 and 80, for $128 \times 128$ and $256 \times 256$ pixel images, respectively.

The effectiveness of the proposed algorithm is best presented by the results shown in Fig. 5. The method was tested on the image “Cameraman” of two different sizes, $128 \times 128$ and $256 \times 256$ pixels. The self-organizing behavior of ants can be seen on the pheromone trail images (Fig. 5 (a) and (b)). A global threshold is applied to remove the irrelevant edges, i.e. the pixels with lower accumulation of pheromone trails. Finally, by applying morphological edge-thinning the resulting binary images are obtained (Fig. 5 (c) and (d)).

In order to test the proposed method on different input images, experiments were performed on “House”, ”Lena” and ”Peppers” images of size $256 \times 256$ pixels. The results of these experiments confirm the universal nature of the method, as shown in Fig. 6. In altered images, ACS algorithm effectively detects the true edges as the self-organizing behavior of the ant colony optimizes the routes defined by edge pixels. The number of cycles and iterations was empirically determined. If it would be increased, somewhat better results could be obtained but it would also increase the computational cost of the algorithm.

V. CONCLUSIONS

Edge detection is of utmost importance for image analysis and processing. Swarm Intelligence techniques have shown to be able to successfully tackle with this challenge. In this paper, we presented a method that combined the multiscale contrast enhancement of grayscale images with the Ant Colony System algorithm for edge detection. The excellent performance of the proposed method was confirmed with experimental results. Parameters of the algorithm were empirically determined so the future work could involve their additional optimization.
Fig. 6. Qualitative results of the proposed method 256 × 256 pixel images (a) “House” original image; (b) “Lena” original image; (c) “Peppers” original image; (d) “House” pheromone trail image; (e) “Lena” pheromone trail image; (f) “Peppers” pheromone trail image; (g) “House” edge image; (h) “Lena” edge image; (i) “Peppers” edge image.
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