Novel Top-Down Approaches for Hierarchical Classification and Their Application to Automatic Music Genre Classification
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Abstract—This paper presents two novel hierarchical classification methods which are extensions of a previously proposed selective classifier top-down approach, which consists of selecting - during the training phase - the best classifier at each node of a classifier tree. More precisely, we propose two novel selective top-down hierarchical methods. First, a method that selects the best feature set instead of the best classifier. Secondly, a method that selects both the best classifier and the best representation simultaneously. These methods are evaluated on the task of hierarchical music genre classification using four different types of feature sets extracted from each song and four classifiers.

Index Terms—Hierarchical Classification; Music Genre Classification.

I. INTRODUCTION

In the field of machine learning the task of hierarchical classification appeared as an effort to classify a large number of electronic documents into document categories [1] and later was extended to classify internet pages into directory-like structures used by search engines like Yahoo! [2]. Therefore most of the work related to hierarchical classification has been done in the text categorization domain [3] [4] [5]. However, the text categorization domain is not the only one which can benefit from using a classification method that can cope with a hierarchically-organized class structure. Indeed, hierarchical classification methods have been used in other domains like protein function prediction [6] [7] [8], music genre classification [9] [10] [11] and shape classification [12].

In this paper we present two novel approaches for hierarchical classification. In essence, the first approach consists of selecting the best type of feature representation at each classifier node in the class hierarchy. This seems relevant as in hierarchical classification problems the features that most discriminate among classes tend to be different at each level of the class hierarchy. For example, books about computer science may differ from books about animals because of the common words they have (it is less likely that the words computer or program will appear often in books about animals). However if we consider books about different computer science fields, these two words will most likely not be useful to distinguish between the different fields.

The second approach proposed in this paper consists of selecting the best combination of feature representation and classifier at each classifier node in the class hierarchy. This approach is an extension of the selective classifier approach proposed in [13], where only a classifier (but not a representation) is selected at each node in the class hierarchy.

The remaining of this paper is organized as follows: Section II presents the background on hierarchical classification. Section III presents related work on the field of Music Genre Classification. Section IV discusses the two new approaches that aim to improve hierarchical classification methods. Section V presents the experimental setup for the experiments. Section VI reports the results of experiments on the task of hierarchical music genre classification. Conclusions and some perspective about future work are stated in Section VII.

II. HIERARCHICAL CLASSIFICATION

According to [14], [15] hierarchical classification methods differ in a number of different criteria. The first criteria is the type of hierarchical structure used. This structure can be either a tree or a DAG (Direct Acyclic Graph). Figure 1 illustrates the different structures. The main difference between them is that in the DAG a node can have more than one parent node. The second criterion is related to how deep the classification in the hierarchy is performed. I.e., the hierarchical classification method can be implemented in a way that will always assign an example to a leaf class node (which [15] refers to as Mandatory Leaf-Node Prediction and [14] refers to as Virtual Category Tree) or the method can consider stopping the classification at any level of the hierarchy (which [15] refers to as Non-Mandatory Leaf Node Prediction and [14] refers to as Category Tree). The third criterion is related to how the hierarchical structure is explored. To deal with hierarchical structure the existing approaches can be divided into three broad groups: Naïve, Big-Bang and Top-Down approaches.

One naïve approach, which is the simplest one, consists of completely ignoring the class hierarchy by predicting only classes at the leaf nodes. This approach behaves like a traditional classification algorithm during training and testing. However, it provides an indirect solution to the problem of hi-
erarchical classification, because, when a leaf class is assigned to an example, one can consider that all its ancestor classes are also implicitly assigned to that instance. However, this very simple approach has the serious disadvantage of having to build a classifier to discriminate among a large number of classes (all leaf classes), without exploring information about parent-child class relationships present in the class hierarchy.

In the big bang approach, a single (relatively complex) classification model is built from the training set, taking into account the class hierarchy as a whole during a single run of the classification algorithm. When used during the test phase, each test example is classified by the induced model, a process that can assign classes at potentially every level of the hierarchy to the test example [15].

The Top-Down approach consists of creating a classifier for every parent node in the class hierarchy (assuming a multi-class classifier is available). In this approach the decision concerning each example’s classification depends on the classes previously assigned to the example at higher class levels. Therefore a classifier is trained for each node in the class hierarchy that is not a leaf node, and the classifier’s goal is to discriminate among the child classes of the classifier’s corresponding node.

For instance, consider the example of Figure 1 (a), and suppose that the classifier at the root node assigns the example to the class 2. The classifier at class node 2, which was only trained with the children of the node 2, in this case 2.1 and 2.2, will make its class assignment – in this case a leaf class. Instead of using a multi-class classifier, a binary classifier can be used. The main differences between the multi-class approach and the binary one are the data preparation step and the underlying classifiers (binary vs. multi-class), as the testing phase is performed in a very similar way. In the binary approach a classifier is trained for each class node (both non-leaf and leaf nodes, with the goal of predicting whether or not an examples has the corresponding class. Note that the multi-class approach has the advantage of requiring a considerable smaller number of classifiers (since it does not need to train a classifier for every node). Hence, the multi-class approach is used in our experiments.

Among the works that use the top-down approach, most of them simply use the standard top-down approach described in this section [3] [16] [17] [10] [11] [4]. However, in [13] an extension of the top-down approach is proposed. We will refer to this method as the Selective Classifier Top-Down approach. Usually in the top-down approach the same classification algorithm is used throughout all the class hierarchy. In [13], the authors hypothesise that it would be possible to improve the predictive accuracy of the top-down approach by using different classification algorithms at different nodes of the class hierarchy. The choice of which classifier to use at a given class node is made on a data-driven manner using the training set. In order to determine which classifier should be used at each node of the class hierarchy, during the training phase, the training set is randomly split into a sub-training and validation sets. Different classifiers are then trained using this sub-training set and are then evaluated on the validation set. The classifier chosen for the current class node is the one with the highest classification accuracy on the validation set. Although the original motivation for the selective top-down approach is appealing, it can be improved, as will be discussed in section IV.

III. MUSIC GENRE CLASSIFICATION

The task of music genre classification is popular in the Music Information Retrieval (MIR) community. The different approaches to the problem can be classified as:

- Content-based (that is, features are extracted directly from the digital signal of digital audio files) [18];
- Symbolic-based (that is, features are extracted from songs in MIDI format. It is symbolic because internally the MIDI format maps which instruments came into play and for how long, which allows the computation of features on a higher level than using the audio signal) [11];
- Lyrics-based (that is the lyrics (or the lack of) are used using text mining techniques to classify a song according to their lyrics;
- Community meta-data based using web-mining techniques to extract information about an author or song from different websites or forums;
- Hybrid approaches, that have been started to be studied recently by combining more than one of the previous approaches. Existing hybrid (or multi-modal) approaches are discussed in [19], which combines the content-based and symbolic-based approaches; in [20], which combines the content, symbolic and community meta-data based approaches; and in [21], which combines the content-based and lyrics-based approaches.

Note however, that few researches have considered the use of hierarchies. Some of the works that considered the use of hierarchies were:

Burred and Lerch [22] used a musicological consistent taxonomy which has 4 levels of depth and contains 17 leaf node classes being 3 speech classes, 13 music classes and 1 background sounds class. To cope with the hierarchy they use a top-down approach using a feature selection algorithm at each split and a 3-component Gaussian Mixture Model as a base classifier at each split. In the music application domain, as well as the other domains, some features will be more suitable than others at different splits of the top-down approach.
McKay and Fujinaga [11] used a symbolic dataset considering two taxonomies: the first taxonomy has 2 levels of depth and contains 9 leaf node classes and the second taxonomy has 38 leaf node classes and has 3 levels of depth. To cope with the hierarchy they use a top-down approach using an ensemble of Feed Forward Neural Networks (FFNNs) and k-NN. The motivation for the ensemble is that they have features which are one-dimensional, e.g. average duration of melodic arcs, and multi-dimensional, e.g. the bins of a histogram consisting of the relative frequency of different melodic intervals. The set of one-dimensional features was handled by the k-NN classifier, while a FFNN classifier was employed for each set of multi-dimensional features. The final classification at each split was given by the combination of this set of classifiers. To the k-NN classifier, at each split, they applied a genetic algorithm feature selection mechanism.

Li and Oghihara [10] used two datasets with content-based features and a standard top-down approach using SVM classifiers. The dataset A is the GTZAN dataset [18] where the authors manually designed a hierarchy of depth 2 with 10 leaf node classes and 4 intermediate nodes. The second dataset contains another manually designed hierarchy of depth 2 with 5 leaf-node classes and 2 intermediate nodes.

Brecheisen et al. [23] used a hierarchy of 3 levels depth, with 11 leaf node classes. Their method is an enhanced top-down approach that uses feature selection, multiple representations from the same object and also allow hierarchically multi-label classifications by using a two-layer classification process (2LCP). On the first layer they employ standard SVMs with the One-Against-One problem decomposition approach to cope with the multi-class problem. On the second layer another SVM classifier is trained in order to handle the multi-label assignment and also to aggregate the voting vectors from the output of the classifiers on the first layer.

IV. NOVEL SELECTIVE TOP-DOWN APPROACHES

One interesting aspect of research that has been little investigated in the literature is the development and evaluation of new strategies to handle different feature representations in hierarchical classification. The motivation behind this idea arises from the questions: “Do the features used to distinguish between different classes have the same importance at different levels of the hierarchy?” Moreover, “would different types of features at different class nodes improve the classification accuracy / interpretability of the results”?

The first novel method proposed in this paper is the Selective Feature Representation Top-Down Method (by contrast to the Selective Classifier Top-Down Method proposed by [13]). The former uses a strategy similar to the one used by the latter, but instead of selecting the best classifier at each parent node in the class tree (like in [13]), it selects the best feature representation at each parent node of the class hierarchy.

The motivation behind this approach can be explained by doing an analogy with the biological taxonomy of animals. The latter is a hierarchy that consists of eight levels. At each level of the hierarchy, groups of animals are distinguished from one another by their dissimilarities. To illustrate this argument, Table 1 contains four animals (two kinds of cats and two kinds of horses) and their respective classifications using the biological taxonomy. The important question here is: “Are the features that distinguish between Carnivore and Perissodactyla (e.g. shape of the hoofs, type of alimentation, type of teeth), the same as the features that distinguish between a Persian Cat and a Siamese Cat (e.g. length of the fur, thickness of the fur, color of the fur, shape of the skull)?”. Moreover, are the features that distinguish between the different cats the same as the ones that distinguish between the different horses (height, weight, thickness of the hair (which is referred as fur in small animals))? From this analysis, it is clear that the classification of different objects (in this example, the animals), benefits from different representations at different levels of the hierarchy. For the task of music genre classification, these differences are also present as pointed out in [22] features related to beat strength are more likely to perform better in separating classical from pop music than in classifying into chamber music sub-genres.

The second method proposed in this paper is a novel combination of two methods. More precisely, instead of only using the top-down classifier selection method [13] or the top-down feature representation selection method, they are used together. One drawback of such approach is the combinatorial explosion if the number of candidate feature representations and/or the number of classifiers is significantly increased, because, during the training phase, at each class node the system will be trained with all the available classifiers considering all the different feature representations. This drawback is partially mitigated by the use of multi-class classifiers, which avoid the need for training one classifier for every node (note that in a tree the majority of the nodes are leaves), by comparison with binary classifiers – as explained earlier.

V. EXPERIMENTAL SETUP

A. Creation of the dataset

In order to create the dataset used in this experiments, we have joined two databases: the Latin Music Database [24] (LMD) and a subset of the magnatune database which was used in the ISMIR (International Conference on Music Information Retrieval) 2004 music genre classification contest. The LMD contains over 3,000 songs from 10 Latin genres (Axé: 313 songs, Bachata: 313 songs, Bolero: 315 songs, Forró: 313 songs, Gaúcha: 311 songs, Merengue: 315 songs, Pagode: 307 songs, Salsa: 311 songs, Sertaneja: 321 songs, Tango: 408 songs).
In this work the problem of automatic music genre classification is viewed as a data mining problem where a song is represented in terms of feature vectors. The aim of feature extraction is to represent a song into a compact and descriptive way that is suitable to be dealt by machine learning algorithms.

As seen in previous flat classification experiments [25]–[26] experiments, the use of different parts of the music signal affects the classification accuracy. Therefore, instead of using only one version of the dataset, we generated three versions of the dataset by extracting features from three 30-second music segments. The music segments have the same duration, which is always the same when dealing with MP3 files, the number of audio samples is equivalent to 1,153 audio samples in MP3 format. It is important to notice that regardless of the bitrate of the file, the state of art in music genre classification: The Inset-Onset Interval Histogram Coefficient (IOIHC) descriptors (40 features) [28]; Rhythm Histogram (RH) features1 (29) [29] (60 features); Statistical Spectrum Descriptors1 (SSD) [29] (168 features); and the MARSYAS2 framework (30 features).

C. Classifiers used

In this work the following four classification algorithms were used: k Nearest Neighbors (k-NN) with k = 3; Naive Bayes (NB); Multi-Layer Neural Network (MLP) with the back propagation momentum algorithm; and Support Vector Machines (SVM) with pairwise classification in order to implement a multi-class SVM classifier. All the experiments were conducted using the WEKA Data mining Tool [30] with default parameters.

VI. Computational Results

Unfortunately, in the task of hierarchical classification there are no standard measures to evaluate the results. A comprehensive review of hierarchical classification measures can be found in [31]. In this work we have used the standard classification accuracy for flat classification adapted in a straightforward manner to the problem of hierarchical classification, by measuring the classification accuracy at the leaf level of the class hierarchy. This is acceptable because in our dataset each example is assigned exactly one leaf class (unlike datasets where some examples are not assigned a leaf class or are assigned 2 or more leaf classes). To perform the experiments we used the stratified ten-fold cross-validation procedure. To perform the selection of the best classifier, best feature representation or their combination, we divide the training set into sub-training (80%) and validation sets (20%), using stratified randomly selected examples.

Table II shows the results for the beginning segment of the songs. Let us compare the results for different feature representations (across the columns) for each classifier approach (row). As shown in the table, in the cases where we use the Standard Top-Down (TD) approach with a single fixed classifier throughout the class hierarchy (first four rows in the table), the Selective Feature Representation Top-Down (S.R.) approach (last column) improved the predictive accuracy for all classifiers, and the improvement was statistically significant in the vast majority of the cases. To show this, in these first four rows, in the first four columns (for each of the four fixed representations), each cell has the symbol “+” if the accuracy reported in that cell is statistically significantly smaller than

1Available at: http://www.ifs.tuwien.ac.at/mir/audiofeatureextraction.html
2Available at: http://marsyas.smess.net/
the accuracy reported in the last column (selective representation) for the corresponding row. Statistical significance was measured by the paired two-tailed Student’s t-test, using a confidence level of 95%. This statistical test was also used in the analysis of all other results reported in this section.

Let us consider now the last row in Table II. Each of the first four results in that row refers to the use of the Selective Classifier Top-Down (S.C.) approach with a fixed feature representation throughout the class hierarchy. The use of this Selective Classifier approach improved the predictive accuracy for almost all representations (the exception was for MARSYAS, where TD MLP obtained a better accuracy than the selective classifier approach). The improvement was statistically significant in the vast majority of the cases. To show this, in each cell of the first four rows and first four columns the symbol “§” is inserted if the accuracy for the fixed classifier is significantly smaller than the accuracy for the selective classifier approach in the corresponding column.

Finally, a very positive result emerges when we observe the accuracy value at the last cell of the last row, which refers to the simultaneous use of both the Selective Classifier and the Selective Feature Representation Top-Down approaches. This accuracy is higher than all the other 24 accuracies reported in the table, i.e., using both types of Selective Top-Down approaches simultaneously improved the accuracy over all cases of: (a) fixed classifier and fixed representation; (b) fixed classifier and selective representation, and (c) selective classifier and fixed representation. To analyze the statistical significance of these results, the symbol “†” is inserted in each cell where the result of the corresponding approach is significantly lower than the accuracy of selecting both classifiers and representations. As can be seen in Table II, the latter approach obtained significantly better accuracies in 23 out of 24 cases.

Table III shows the results for the middle segment of the songs. The Selective Feature Representation Top-Down (last column) approach improved the predictive accuracy for all classifiers with one exception (TD k-NN with SSD feature representation), and the improvement was statistically significant in the vast majority of the cases (13 out of 16). Again, the symbol “§” is used to indicate that the accuracy with a fixed representation is statistically significantly smaller than the accuracy with the selective representation approach.

Let us consider now the last row in Table III. Each of the first four results in that row refers to the use of the Selective Classifier Top-Down approach with a fixed feature representation throughout the class hierarchy. The use of this Selective Classifier approach improved the predictive accuracy for almost all representations (the exceptions were for IOIHC and MARSYAS, where TD MLP obtained better accuracies than the selective classifier approach). Again, the symbol “§” is used to indicate that the accuracy with a fixed classifier is statistically significantly smaller than the accuracy with the selective classifier approach in the same column.

The simultaneous use of both the Selective Classifier and the Selective Feature Representation Top-Down approaches (last row, last column) yields a higher accuracy than all the other 24 accuracies reported in the table. Again, the symbol “†” is used to indicate that this approach has significantly better accuracies than the other approaches, which was observed in 21 out of 24 cases.

Table IV shows the results for the end segment of the songs. Unlike the other segments, it seems that the IOIHC features are not very predictive for the end part of the song and this has an impact on the results of the proposed methods.

The use of the Selective Classifier approach is unaffected by this fact (as it does not deal with the use of different representations) and improved the predictive accuracy for almost all representations (the exceptions were for IOIHC and MARSYAS, where TD MLP obtained a better accuracy than the selective classifier approach).

However, the accuracy with the Selective Representation (last column) approach is the same as the accuracy with a fixed representation in two cases: TD k-NN and TD MLP both using the SSD representation. The reason for this is that although in the previous cases the IOIHC features are not the most discriminative features overall, they were often used to discriminate between Salsa and Bolero. Since the performance of the IOIHC representation is degraded at the end part of the song, the selective representation approach ends up always using only one type of feature for both these classifiers. This is an interesting finding as it shows how the selective representation indeed exploits the best feature representation to distinguish between different classes at different levels of the class hierarchy. Moreover, the selective representation approach still obtains better results than a fixed representation.
in 14 out of 16 (the other 2 case being a draw) of which 13 are significantly better (marked by “*”).

Also, the use of both the Selective Classifier and the Selective Representation approaches (last row, last column) had the same result as using only the selective classifier approach with the SSD representation. The reason for this is the same explained for the selective representation approach. In any case, the use of both selective classifier and selective representation approaches still has better results in 23 out of 24 cases of which 19 are significantly better (marked by “†”).

VII. CONCLUDING REMARKS

In this work we presented two novel top-down approaches for hierarchical classification. These methods were evaluated on the task of hierarchical music genre classification with a dataset of over 4,000 songs and 15 leaf classes. An analysis of the experimental results shows that the novel approaches significantly improve the classification accuracy when compared to the standard top-down approach in the vast majority of cases. Moreover, the proposed methods benefit from dynamically selecting the best feature representation for each class node in the class hierarchy instead of using only one fixed feature representation throughout the class hierarchy. As future work, we plan to investigate the use of feature selection algorithms for hierarchical classification.
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