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Abstract— In order to realize intelligent agent such as 
autonomous mobile robots, Reinforcement Learning is one of the 
necessary techniques in control system. Fuzzy Q-learning is one 
of the promising approaches for implementation of reinforcement 
learning function owing to its high ability of model representation. 
However, in applying fuzzy Q-learning to actual application, the 
number of iterations for learning also becomes huge as well as 
almost all Q-learning application. Furthermore convergence 
performance is often deteriorated owing to its complicated model 
structure. In this study, implementation method of fuzzy Q-
learning is discussed in order to improve the learning 
performance of fuzzy Q-learning. The modular fuzzy model 
construction method based on fuzzy Q-learning is proposed in 
this paper. Multi-grain configuration of modular fuzzy model is 
compared with parallel structured learning scheme. Through 
numerical experiments of mountain car task and Acrobot task, I 
found that the proposed construction of modular fuzzy model 
improved the performance of fuzzy Q-learning. 

Keywords—reinforcement learning, Q-learning, fuzzy Q-
learning, modular fuzzy model, Acrobot, mountain car task 

I. INTRODUCTION 

Reinforcement learning[1-4] is one of the necessary 
techniques to realize intelligent agent such as autonomous 
mobile robots. The reinforcement learning is attractive 
technique because it is simply based on rewards concept, and 
need not teaching data. Many bench mark simulations show the 
effectiveness of the learning technique. Fuzzy Q-learning is 
one of the promising approaches for implementation of 
reinforcement learning function owing to high ability of model 
representation. Fuzzy system has been studied as modeling 
methodology of human related systems. Fuzzy model for 
reinforcement learning can also be expected to deal with 
nonlinearity and complexity as in the human related systems. 
However there exist some problems in order to apply 
reinforcement learning method to actual applications. One of 
the main problems of fuzzy Q-learning is huge iteration needed 
in order to formulate the model iteratively by Q-learning 
algorithm. Though the problem is also revealed in almost all 
standard Q-learning applications, the problem tends to be 
serious in fuzzy Q-learning in the cause of the high redundancy 
of model representation. As the other problem, convergence 
performance of learning is often deteriorated through learning 
iteration. It is obviously desirable to perform reinforcement 
learning of good precision for application.  

In order to deal with these problems, implementation 
methods of fuzzy Q-learning are investigated in this study. The 
modular fuzzy model is applied based on the fuzzy Q-learning 
in this paper. In addition to the conventional construction of the 
modular fuzzy model suitable for high dimensional task, I 
propose multi-grain configuration of modular fuzzy model. As 
another implementation of fuzzy Q-learning, parallel learning 
structure for modular model based on fuzzy Q-learning 
algorithm is also discussed. In this study, reinforcement 
learning problem having continuous state and discrete action is 
considered to evaluate the essential performance of rein-
forcement learning.  

The paper is organized as follows. In section 2, I introduce 
and propose modular fuzzy model for reinforcement learning. 
In section 3, Q-learning algorithm based on the proposed model 
architecture is described. In section 4, parallel structured 
learning of modular model is described. The results of 
numerical experiments using “mountain car task” and “Acrobot 
task” are shown in section 5. Finally, conclusion is drawn in 
section 6. 

II. MODULAR FUZZY MODEL FOR REINFORCEMENT 
LEARNING

A. Structure of Modular Fuzzy Model 
As a fuzzy model having high applicability, Single Input 

Rule Modules(SIRMs)[7][8] was proposed. The idea is to unify 
reasoning outputs from fuzzy rule modules comprised with 
single input and single output formed fuzzy if-then rules. The 
number of rules can be drastically reduced as well as bringing 
us high maintainability in actual application. However, its dis- 
advantage of low precision is inevitable in order to apply the 
method to high dimensional or complicated problems. The 
modular fuzzy model[9] is extension of the SIRMs method by 
relaxing the restriction of the input space, i.e. single, to 
arbitrary subspace of the rule for constructing the model of 
huge multi-dimensional space. In many application cases of 
huge multi-dimensional space, human expertise or know-how 
can almost be expressed approximately using some inputs 
among whole input variables, e.g. fuzzy control and expert 
system. The concept of the model is intuitively representing 
such observations. Description of the model is as follows: 
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where “Rules-i” stands for the i-th fuzzy rule module, Pi(x)
denotes predetermined projection of the input vector x in i-th 
module, yi is the output variable, and n is the number of rule 
modules. The number of constituent rules in the i-th fuzzy rule 
module is mi. f is the function of consequent part of the rule 
like TSK-fuzzy model[13]. i

jA  denotes the fuzzy sets defined 

in the projected subspace. Fig.1 shows the conceptual diagram 
of modular fuzzy model. 

The membership degree of the antecedent part of j-th rule 
in “Rules-i” module is calculated as: 

))(( 0xPAh i
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j

i
j =                                                             (2) 

where h denotes the membership degree and x0 is an input 
vector. The output of fuzzy reasoning of each module is 
decided as the following equation. 
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The final output of the Modular Fuzzy Model is 
formulated as: 
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where wi denotes the parameter of importance of the i-th rule 
module. The parameter can be predetermined or modified by 
learning algorithms[9]. By not using whole Cartesian products 
of input states, the “curse of dimensionality” in high 
dimensional problem can be avoided in this structure. 

B. Definition of Projection 
In order to construct the modular fuzzy model, the necessary 

projection of each “Rule Module” should be defined. I explain 
the basic idea of the definition using examples. Assume that x
is 4 dimensional input vector as: 

Txxxxx ],,,[ 4321=                                                             (5) 

The conventional SIRMs architecture adopts the projection as 
follows: 

}}{},{},{},{{)}(),(),(),({ 43214321 xxxxxPxPxPxP =            (6) 

Though the projection in the modular fuzzy model can be 
arbitrarily defined, the primary idea of the modular fuzzy 
model is to define the projection from combination of each 
variable as: 
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where pair inputs are used for rule modules. In the same way, 
triplet inputs can also be formulated as: 
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In this manner, the construction of projection leads to reduction 
of the number of total rules. The number of total rules in 
modular fuzzy model can be less than the conventional 
Cartesian product typed fuzzy model when the number of 
modules is limited. Furthermore, projections for the rule 
modules can be selected from the whole combination. We can 
also utilize the same projection for the plural modules. Though 
the problem of deciding the number of appropriate rule 
modules still remains, it is decided by increasing step by step 
through modeling from one dimension, i.e. equivalent to 
SIRMs, in this study. 

C. Multi-grain Configuration of Modular Fuzzy Model 
As described above, the modular fuzzy model can be 

constructed by combining rule modules of different projections 
in the input space. In another point of view, the rule modules in 
the modular fuzzy model can be structured using coarse 
graining of the whole input. The coarse grain corresponds to 
abstract knowledge and the finer grain corresponds to concrete 
knowledge, of agent task. The coarse grained module is 
expected to accelerate exploration behavior through 
reinforcement learning. On the contrary, the finer grained 
module is expected to improve precision of the learning. My 
idea is to unify these multi-grain modules as modular fuzzy 
model to improve the learning performance. Concretely, the 
coarse grained module is constructed by coarse fuzzy partition, 
the finer grained module is constructed by finer fuzzy partition, 
of the whole input space. 

III. Q-LEARNING BASED ON MODULAR FUZZY MODEL

In Q-learning reinforcement learning algorithm, an optimal 
policy is found by maximizing rewards received over time. Q-
function is defined as values for each pair of state and action:  

( ) ( ) ( ) ( )−++= tttttttt axQxQraxQaxQ ,,max,, ηγα
η

            (9) 

where Q is Q-value, x,t is the state vector(input) at t-th step, a,t
is action at t-th step, rt denotes the reward,  is a discount factor, 
and  is a learning rate. 

In this paper, Q-function is approximated by the modular 
fuzzy model. Eq. (1) is modified to FCS(Fuzzy Classifier 
System) form[10][11] as: 
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where ck
j is a k-th concrete action and qk

ij is the Q-value of the 
j-th rule in Rules-i module. The output Q-value is calculated as 
the same way in (3):  

( )
=

=

⋅
=

i

i

m

s

i
s

m

s

k
is

i
s

k
ti

h

qh
cxQ

1

1,                                           (11) 

( ) ( )
=

⋅=
n

i

k
tii

k
t cxQwcxQ

1
,,                                  (12) 

From (9), we have error to be modified as: 
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                (13) 

The changes of q values in the rules can be formulated by 
calculating the gradient of (11) and (12) as: 
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where at is ck in this equation. 

IV. PARALLEL STRUCTURED LEARNING

In another point of view for reinforcement learning, modular 
structured model can be implemented as parallel module of Q-
table model unlike unification of the modules. The basic idea 
for tile coding application is presented in [5,6]. In this paper, 
the idea is extended to fuzzy model. As described in previous 
section, multi-grain configuration of modular fuzzy model is 
expected to improve learning performance by aggregating 
different level of knowledge acquired by reinforcement 
learning. Parallel structure of modular model attempts to utilize 
the different module more clearly by switching. Fig.2 shows 
the conceptual diagram of the parallel structured learning. Each 
module is learned parallel by Q-learning method. The module 
selector switches the module to use for action selection of the 
agent corresponding to convergence status of learning. In 
typical reinforcement learning process, the coarse grained 
model is appropriate to be used for action in early trials. To the 
contrary, finer grained model is appropriate to be used in latter 
trials. It should be noted that the learning is performed parallel 
through the whole trials utilizing independence property of 
action and learning in Q-learning method. 

In the concept of parallel learning, the main issue is to 
decide appropriate criterion for switching in the module 
selector. The criterion should be based on judgment of learning 
convergence of the module. In this study, the criterion is based 
on the number of iterations as well as quantification of action 
policy as the following formulation: 
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∈
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where S denotes the universal set of states. In other words, S is 
the set of center of fuzzy rules in the module. The center of 
fuzzy rule is defined as the state of maximum membership 
value of the antecedent part. As it is not practical to 
numerically integrate the maximum value of Q in continuous 
state problem, representative states, i.e. the centers of fuzzy 
rule, are considered in this paper. 

    There exists an another issue in switching the module. When 
the switching is performed, the knowledge acquired in the 
coarse grained module becomes useless as it is. It is desirable 
to utilize the information by exploration behavior before the 
switching as much as possible. In this study, the acquired 
model in coarse grained module is reflected to finer grained 
module simultaneously at the switching timing as follows: 
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where i denotes the module number of the finer grained module, 
j denotes the module number of the coarse grained module, and 

s
tx is the center of s-th rule in the coarse grained module.  is a 

parameter such that 0< <1.

V. NUMERICAL EXPERIMENTS

In the mountain car task[12] and the Acrobat task[14], I 
evaluate the performance of fuzzy Q-Learning based on the 
modular fuzzy model and parallel structured learning. These 
two tasks are dynamical system problems of continuous state 
and discrete action. In the experiments, several learning models 
described in this paper are applied to evaluate in terms of the 
learning speed and convergence property. The action of the 
agent is decided based on -greedy strategy. In the strategy, a 
random action is chosen with probability and a greedy action 
exploiting the known Q-values is chosen with probability 1- .
The value of is fixed as 0.2 through the whole simulations. 

A. Simulation Settings 
1) Mountain car task 

Fig.3(a) shows the mountain car task. The objective of the 
task is to reach the car(agent) to the goal at the top of the right 
hand mountain. A unique characteristic of the task is that the 
force of gravity is stronger than the motor power. Accordingly, 
the agent should acquire rules of climbing after speeding up by 
round behavior utilizing the slopes, in order to reach the goal.  

The mountain car task has two continuous state variables, the 
position of the car, pt, and the velocity of the car, vt. At the start 
of each trial, the initial state is set as p0=-0.5 and v0=0 in this 
study. The action, at, takes on values in {+1,0,-1} 
corresponding to forward thrust, no thrust, and reverse thrust. 
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Fig. 2. Parallel Structured Learning Model 
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The state transition is according to the following discrete 
system of simplified physics: 

)3cos(001.01 tttt pGavv −+=+

11 ++ += ttt vpp
where t is the number of iteration and G=0.0025 is the force of 
gravity. The state variables are bounded by -1.2<p<0.5 and -
0.07<v<0.07. If p is limited at this boundary, v is also reset to 
zero. The agent obtains the reward and trial terminates when 
the position pt is over 0.5. 

2) Acrobot task 
Acrobot is a mimic system of the “horizontal bar” of human 

gymnastics. The objective of the task is to swing the tip of the 
robot up to the predefined height as shown in Fig.3(b). A 
unique characteristic of the task is that the robot adjusts only 
the second joint torque being affected by its dynamics to 
achieve the goal.

The dynamical equations of the Acrobot are as follows: 

011212111 =+++ φθθ hdd
Thdd =+++ 22222121 φθθ

212212
2

22
2

12
2

1111 cos2 IIrlmrmlmrmd +++++= θ

22212
2
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22212

2
2221 cos Irlmrmd ++= θ

2
2

2222 Irmd +=
( ) 22212121 sin2 θθθθ +−= rlmh

2
2

12122 sinθθrlmh =
( ) ( )2122112111 sinsin θθθφ +++= grmglmrm

( )21222 sin θθφ += grm

where 
1θ , 2θ  are the angles of joint1 and joint2, 

1θ ,
2θ  are the 

angular velocities of joint1 and joint2, and 
1θ ,

2θ  are the 
angular accelerations of joint1 and join2, respectively. T is the 
torque applied to the joint2. mi is mass, li is length, ri is length 
to center of mass, and Ii is moment of inertia of linki,
respectively. Actual setting of constant parameters is as mi =1, 
li =1, ri =1, Ii =1 (i=1,2), and g=9.8 in this study. The angular 
velocities are bounded by [ ]ππθ 4,41 −∈  and [ ]ππθ 9,92 −∈ . The 
target height H is set as 0.5.  

The equations of motion are numerically solved by means 
of Runge-Kutta method in 0.05sec interval. The sampling 
period is 0.2 sec. The agent chooses the torque T from {-1,0,1} 
as action at every sampling time(step). 

B. Evaluation of Crisp Model and Fuzzy Model 
First of all, Q-learning agent based on “crisp” tile coding 

and fuzzy Q-learning agent based on fuzzy model coding are 
applied to the two tasks to evaluate essential learning 
performance. The state variables of the agent are (p,v) in 
mountain car task and (

1θ ,
2θ ,

1θ ,
2θ ) in acrobot task, 

respectively. The crisp partition and fuzzy partition for the 
models are shown in Fig.4. In this study, it is assumed that the 
partition is decided at even intervals. The number of trials in 
each learning simulation is set as 2000. The results are 
averaged over 30 times simulations. 

1) Mountain car task 
Fig.5 shows the converged episode length by Q-learning 

agent based on “crisp” tile coding. Fig.6 shows the converged 
episode length and Fig.7 shows the averaged episode length in 
early 50 trials, by fuzzy Q-learning agent based on fuzzy model 
coding. From these results, the better number of each partition 
is selected. Fig.8 shows the learning process of the agents. 
From the results, it is clear that there exists serious problem of 
huge episode length in early trials by fuzzy Q-learning. 
Furthermore, the average value of converged episode lengths 
by crisp Q-learning agent is much smaller than one by fuzzy Q-
learning agent. However, better results are attained 

Fig. 3. Tasks for Numerical Experiments 
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occasionally by fuzzy Q-learning agent as shown in Fig.9. This 
figure shows the distribution of converged episode lengths in 
each simulation. 

2) Acrobot task 
Fig.10 shows the converged episode length by Q-learning 

agent based on “crisp” tile coding. Fig.11 shows the converged 
episode length and Fig.12 shows the averaged episode length in 
early 50 trials, by fuzzy Q-learning agent based on fuzzy model 
coding. From these results, the better number of each partition 
is selected. Fig.13 shows the learning process of the agents. 
From the results, it can be seen that the episode length in early 
trials by fuzzy Q-learning is smaller than one by crisp Q-
learning agent. As for the average value of converged episode 
length, the crisp Q-learning agent is better than the fuzzy Q-
learning agent. However, better results are attained 
occasionally by fuzzy Q-learning agent as shown in Fig.14. 
This characteristic of fuzzy Q-learning is the same as in 
mountain car task. The main issues of learning by fuzzy Q-
learning are to improve the convergence performance and to 
sustain huge episode length in early trials. 
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Fig. 9. Distribution of converged episode length 
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C. Results of Mountain Car Task 
Fig.15 shows the result by multi-grain modular fuzzy 

model(“Mgrain”), parallel structured learning(“Para”), parallel 
structured learning with transformation(“Para.T.”), and 
modular fuzzy model (“Modular”). Huge iteration in early 
trials is drastically suppressed by these proposed methods 
compared with conventional fuzzy Q-learning. The 
convergence performance except the modular fuzzy model is 
fair as shown in Fig. 16. However, convergence quality of 
learning is not improved by the multi-grained modular fuzzy 
model as shown in Fig.17. From these results, the multi-grained 
modular fuzzy model can achieve the stable learning process 
making sacrificing precision of learning slightly. As for effect 
of the transformation in parallel structured learning, the 
significance is also investigated by t-test. The result is that null 
hypothesis, i.e. the means do not differ, is rejected with 
statistical significance level of 0.05. The transformation is 
significant in the mountain car task. 

D. Results of Acrobot Task 
Fig.18 shows the result of Acrobot task. Huge iteration in 

early trials is also drastically suppressed by the proposed 
methods compared with conventional fuzzy Q-learning. The 
convergence performance is fair as shown in Fig.19. Especially, 
the convergence performance of learning is improved by the 
modular fuzzy model as shown in Fig.20. As for the effect of 
the transformation in parallel structured learning, it is not 
significant, as the performance is relatively fair by conventional 
fuzzy Q-learning agent. The modular fuzzy model of projection 
type configuration attains good performance unlike in the 
mountain car task. The performance of the modular fuzzy 
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Fig. 14. Distribution of converged episode length
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Fig. 15. Learning Results of Mountain Car Task
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model is investigated in detail. The results of converged value 
by the modular fuzzy model with different construction are 
summarized in Table.1. In the Table, “2+4” denotes the 
modular fuzzy model with projection of the module as 
{{ },{},,{},,{},,{},,{},,{ 222121212111 θθθθθθθθθθθθ }, },,,{ 2211 θθθθ }. From 
the results, the performance of the modular fuzzy model 
containing the single input rule modules such as “1+4”, 
“1+2+4”, “1+3+4”, and “1+2+3+4” is deteriorated in 
comparison with the other constructions. The single input rule 
module obviously falls into well known “incomplete perception 
problem” by itself. It can be considered that the bad influence 
caused the performance deterioration. The results by the 
modular fuzzy model in the mountain car task are also caused 
by the influence. It can be considered that the situation should 
be avoided in construction of modular fuzzy model. 

VI. CONCLUSION

In this paper, the implementation of fuzzy Q-learning based 
on the modular fuzzy model and parallel structured learning 
was described. Through numerical experiments, I showed that 
performance of reinforcement learning could be improved by 
the proposed methods. Especially huge iteration at the early 
trials in reinforcement learning was avoided. Although the 
technique in this study formulate except the eligibility trace in 
order to investigate the essential performance of fuzzy Q-
learning, evaluation using the eligibility trace is also needed for 
further improvement of the learning performance. 
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Table. 1. Comparison of Modular Fuzzy Model

Model 1+4 2+4 3+4 2+3
Steps 1123 578 539 970
Model 1+2+4 1+3+4 2+3+4 1+2+3+4
Steps 951 1019 498 907
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