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Abstract—Collecting data is very easy now owing to fast computers and ease of Internet access. It raises the problem of the curse of dimensionality to supervised classification problems. In our previous work, an Intra-Prototype / Inter-Class Separability Ratio (IPICSR) model is proposed to select relevant features for semi-supervised classification problems. In this work, a new margin based feature selection model is proposed based on the IPICSR model for supervised classification problems. Owing to the nature of supervised classification problems, a more accurate class separating margin could be found by the classifier. We adopt this advantage in the new Intra-Prototype / Class Margin Separability Ratio (IPCIMSR) model. Experimental results are promising when compared to several existing methods using 4 UCI datasets.
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I. INTRODUCTION

Selecting relevant features is one of the fundamental problems of dealing with pattern classification problems [2]. However, owing to the ease of data collection, new datasets easily consist of over 1000 features. Some or many of such features may be redundant or irrelevant to the given classification problem. The feature selection problem is to select a subset of \( p \) features from the original set of \( n \) features by eliminating irrelevant or redundant features according to a selection criterion and a search strategy. According to the selection criterion, feature selection can be categorized into wrapper, filter and embedded approaches [3-8]. Wrapper feature selection approaches combine both the feature selection and output of the classification system [4]. Most of the wrappers employ the Leave-One-Out searching strategy [23]. In each step, evaluates the training accuracy when one of the features is left out, and then removes the feature yielding the least reduction in training accuracy. The evaluation of feature relevance of filter approaches uses only information from the given dataset, i.e. input features and class labels. There are also some hybrid approaches, such as the feature selection using the localized generalization error model which calculate the relevance based on an estimated generalization error of a feature subset [9, 10]. On the other hand, decision trees employ an embedded approach which embeds the feature selection process into its training algorithm. Feature subsets selected by wrapper and embedded approaches usually yield higher classification accuracies. However, wrapper and embedded approaches are computationally expensive and classifier dependant.

According to the search strategy, filter feature selection methods could be categorized into exhaustive search, branch and bound [11], sequential forward/backward search, floating search [12], and score methods [13, 14]. Searching all possible combinations of \( n \) features to select the best feature subset is a NP-complete problem. The exhaustive method, therefore, usually is not a reasonable choice for dataset with large number of features. Sequential search method still has a large computational complexity for high dimensional data, but much smaller than that of the exhaustive one. Many score methods have been proposed in the literature to deal with these high dimensional data, such as Fisher score [15], Pearson correlation coefficients, Laplacian score [13], and LSDF [14]. Score methods only compute a score for each feature according to a selection criterion, then selects the most discriminative \( p \) features according to their scores. It is the most efficient feature selection search method. When dealing with high dimensional data. Therefore, the combination of filter and score methods is preferable to large datasets. Many filter methods, such as Fisher Score, LSDF, and Laplacian score (supervised) seek for feature subsets that yield a small intra-class variance and a large inter-class variance.

Current methods made an assumption that all samples in the same class could be effectively represented by a single cluster (or prototype). However, this assumption may not be true in many real world applications [1, 24]. Therefore, we are motivated to propose the Intra-Prototype / Inter-Class Separability Ratio (IPICSR) model for semi-supervised feature selection problems in [1]. In contrast to existing methods, samples in one class are presented by several prototypes and the IPICSR prefers feature subsets yielding small intra-prototype distance and large inter-prototype distance. In supervised pattern classification problems, the separating
margin between two classes could be more accurately obtained. More importantly, the separating margin is a more reliable measurement for the separability between two classes when compared to inter-class distance. We will demonstrate this idea later with a toy example. Therefore, we extend the IPICSR model to the Intra-Prototype / Class Margin Separability Ratio (IPCMSR) model in this work for supervised feature selection problems. The IPCMSR model is classifier independent and is scalable to large number of features.

The rest of the paper is organized as follows: The IPCMSR model and its feature selection algorithm are introduced in Section 2. We compared the IPCMSR model with Fisher score, Pearson correlation coefficients, Laplacian score (supervised) and the IPICSR model using 7 UCI datasets and 2 face image recognition problems. The experiment results are discussed in Section 3. We give a conclusion in Section 4.

II. SUPERVISED FEATURE SELECTION WITH IPCMSR

Given a set of training samples: \( X = \{x_1, x_2, \ldots, x_m\} \) and \( Y = \{y_1, y_2, \ldots, y_m\} \) where \( X \), \( Y \) and \( m \) denote the set of input vectors of training samples, the set of corresponding class labels and the number of training samples, respectively. Let \( P = \{p_1, p_2, \ldots, p_m\} \) be corresponding prototype labels for training samples. Let \( f_i \) denotes the \( r^{th} \) input feature of the \( r^{th} \) sample \( x_i \). \( i = 1, 2, \ldots, m; r = 1, 2, \ldots, d \), where \( d \) denotes the total number of features. Then, the IPCMSR model defines the relevance of the \( r^{th} \) input feature as:

\[
L_r = \frac{\sum_{x_i, x_j \in \text{same prototype}} S_p^p(f_i - f_j)^2 \sum_{x_i, x_j \in \text{different classes}} S_p^M(f_i - f_j)^2}{\sum_{x_i, x_j \in \text{same prototype}} S_p^p(f_i - f_j)^2 + \sum_{x_i, x_j \in \text{different classes}} S_p^M(f_i - f_j)^2} \tag{1}
\]

where \( S_p^p \) measures the similarity between \( x_i \) and \( x_j \). \( S_p^M \), \( \delta \) and \( \delta \) denote the intra-prototypes similarity, class margin similarity, a pre-selected constant and denotes the set of \( k \) nearest neighbors of the training sample \( x_i \) belonging to different class, respectively. The closer \( x_i \) and \( x_j \) are, the larger \( S_p^p \) is, and vice versa. Equation (1) yields a smaller value when the \( r^{th} \) feature is more relevant. The IPCMSR model favors features which samples within the same prototype located close together while the between class separating margin is large.

The Supervised Feature Selection with IPCMSR (SFS-IPCMSR) finds prototypes of samples for each class by a standard hierarchical clustering method. The hierarchical clustering method could be replaced by other existing clustering methods and it is transparent to SFS-IPCMSR. Equation (4) is adopted as the distance measurement in the supervised hierarchical clustering algorithm.

\[
d_{\text{avg}}(P_j, P_i) = \frac{1}{n_j + n_i - 2} \sum_{x_i \in P_j, x_j \in P_i} \|x_i - x_j\|, j \neq i \tag{4}
\]

The hierarchical clustering algorithm outputs a tree structure known as the dendrogram [17] and the topology of dendrogram is a representation of the clustering process. Therefore, the dendrogram could be cut into any given number of clusters. The number of clusters is determined by finding the knee point of the curve of distance among clusters versus the number of clusters [18, 24].

Finally, we rank features by Equation (1) and the SFS-IPCMSR returns a list of feature ranking in ascending order of relevance (\( L_r \) value). Therefore, user could select features using the ranking list. The algorithm of the SFS-IPCMSR is as follows:

Algorithm: SFS-IPCMSR
1. Input: input features \( X \), target outputs \( Y \), number of nearest neighbors \( k \) and the constant \( \delta \);
2. Find prototypes information \( P \) by supervised hierarchical clustering algorithm;
3. For the \( r^{th} \) features, compute \( L_r \) using Equations (1);
4. Output: the list of ranking of features in ascending order of the values of \( L_r \).

The number of features in the final feature subset could be decided by user. One may remove features with large \( L_r \) values as long as classification results are acceptable. If too many features are removed, the classifier will not be able to generalize the input-output mapping for the given supervised pattern classification problem.
III. EXPERIMENTAL RESULTS

In this section, the SFS-IPCMSR is evaluated on four UCI datasets [19]: Glass, Ionosphere, Mushroom and Sonar. Table 1 shows the statistical information of these datasets. Twenty training and testing datasets are independently and randomly generated to run the experiment. For each dataset, 50% of samples are used for training and the rest are used as the testing dataset. The training and testing datasets are normalized to [0, 1] by a min-max normalization. The SFS-IPCMSR method is compared with the Laplacian Score (supervised), the Pearson correlation coefficients, the Fisher Score and the SFS-IPICSR in the paper [1]. In the Laplacian Score (supervised), nodes $x_i$ and $x_j$ are connected if they belong to the same class. Prototypes consisting of less than three samples in the supervised hierarchical clustering algorithm are abandoned because they are likely to be outliers. In the Laplacian Score (supervised), the SFS-IPCMSR, and the SFS-IPICSR, the $\delta$ value is selected as the average distance between a point and its $i^{th}$ nearest neighbor where $i = (\log(m) + 1)$ [22]. The performances of all algorithms are measured by their testing accuracies on the testing datasets using their selected feature subsets. We employ the nearest neighborhood (1-NN) classifier with Euclidean distance as the classifier in the experiments.

Figure 1. Average testing accuracies vs. different number of selected features for Glass

Figures 1 to 4 show plots of testing accuracies versus numbers of selected features for different datasets using different methods. The IPCMSR feature selection method achieves the highest testing accuracies on all datasets. Table 2 shows the averaged testing accuracy over different number of selected features. Table 2 indicates that the Pearson correlation coefficients method performs the worst because it can not capture feature relevance when features are not linearly correlated. On the one hand, the IPCMSR model outperforms Laplacian Score (supervised), Pearson correlation coefficients and Fisher Score methods in all datasets. The IPICSR model performs worse than the IPCMSR model while outperforming other existing feature selection methods. These indicate that the multi-prototypes representation of samples in the same class is a significant improvement to current single-cluster based filter type feature selection methods. The proposed IPCMSR model outperforms the IPICSR model because it is particularly designed for supervised classification problems by making use of class separating margin provided by the supervised training dataset. In supervised classification problems, experimental results support our assumption that features yielding a large class separating margin while a small intra-prototype distance are more relevant.
Datasets | Number of Samples | Dimension | Number of classes
---|---|---|---
Glass | 214 | 9 | 4
Ionosphere | 351 | 34 | 2
Mushroom | 476 | 166 | 2
Sonar | 208 | 60 | 2

TABLE I. THE STATISTICS OF GLASS, IONOSPHERE, MUSHROOM, SONAR, VEHICLE, WDBC, AND WINE DATASETS

IV. CONCLUSION

We proposed the Intra-Prototypes / Class Margin Separability Ratio (IPCMSR) Model to select relevant features for supervised classification problems. The IPCMSR model prefers features that yield a small intra-prototype distance while yielding a large margin distance between classes. Four UCI datasets are used to examine the performance of the IPCMSR model. Experimental results show that the proposed IPCMSR feature selection method achieves highest testing accuracy than other off-the-shelf filter type feature selection methods. This supports our intuitive idea that real world datasets may consists of more than one prototype in each class of samples. Moreover, the proposed IPCMSR model outperforms the IPICSR model which is designed for semi-supervised learning and ignores class margin information.

One of the important future works is to determine a stopping criterion for determining the number of features in the final feature subset. One of the possible ways may be incorporate the localized generalization error model in [10] to estimate the generalization capability of those intermediate feature subsets and select the one yielding lowest localized generalization error. Further investigation is needed to merge these two models.
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