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Abstract—To improve face-to-face interaction with robots, we
developed a model for generating interactive facial expressions
by using a simple recurrent network (SRN). Conventional models
for robot facial expression use predefined expressions, so only
a limited number of expressions can be presented. This means
that the expression may not match the interaction and that the
person may find the expressions monotonous. Both problems can
be overcome by generating expressions dynamically. We tested
this model by incorporating it into a robot and comparing the
expressions generated with those of a conventional model. The
results demonstrated that using our model increases the diversity
of face-to-face interaction with robots.

Index Terms—Human-robot interaction, simple recurrent net-
work, facial expression, emotion, Kansei robot, Ifbot

I. INTRODUCTION

Several recently developed robots incorporate human-like
features. For example, Repliee [1], [2] and SAYA [3], [4]
resemble people. Kismet [5] generates facial expressions.
Ifbot, the robot developed in our laboratory [6], incorporates
sensibility communication technology that enables it to deal
with facial expressions and emotions [7]- [12]. All of these
robots generate facial expressions by using motors and are
designed to communicate smoothly with people.

For robots to communicate smoothly with people, they need
not only the ability to handle ordinary physical interactions
but also to use kansei (sensibility). In other words, robots
need to exhibit conciliatory behavior, and appear to enjoy
the communication. They also need an interface to enable
them follow the person’s instructions. Moreover, robots should
be able to interact with people on the basis of physical
embodiment. As robots becoming more widely used, there
will be a growing demand for them to act in a friendly
manner and to use human-like communication methods. We
have been working on various ways for robots to generate
facial expressions as a component of their communication.

Facial expressions, as well as speech and gestures, play an
important role in expressing emotions during human commu-
nication [13]. They can also play an important role in human-
robot communication. They are especially important when for

robots designed to entertain.
In general, robot facial expressions are generated by the

intricate, coordinated movement of motors located in the
robot’s eyes, neck, and other areas. Since this requires much
time and effort, the variety of facial expressions is limited.
When a person expresses an emotion, he or she makes a
facial expression with a certain pattern and features. However,
the expression is always slightly different. If a robot’s facial
expression is always the same for a particular emotion and
lacks variety, the person interacting with the robot will find it
unnatural from our experience. For robots to express a variety
of natural facial expressions, they need a way to dynamically
generate expressions corresponding to emotions by synthesiz-
ing facial expressions using predefined expressions.

When people express an emotion, the emotion is based
on a past state. A person has the flexibility to be stimu-
lated by external agents, and emotions are generated by the
transitions of the internal state. This leads to dynamic facial
expression generation. To enable robots to exhibit dynamic
facial expressions, we developed a model based on a simple
recurrent network (SRN) [14] for generating facial expressions.
An SRN generates output in accordance with previous state
transitions. We implemented this model in the Ifbot robot and
experimentally investigated its ability to improve human-robot
communication.

II. FACIAL EXPRESSION MECHANISM OF IFBOT

Ifbot, shown in Figure 1, is 45 cm tall, weighs 9.5 kg,
has two arms, and moves on wheels. The mechanism for
controlling its facial expressions has 10 motors and 101 LEDs
(Figure 2). The motors move Ifbot’s neck, both sides of each
eye, and both sides of each eyelid. The neck has two axes
(θN1, θN2), and each side of each eyes has two axes (left:
θ
(L)
E1 , θ

(L)
E2 ; right: θ

(R)
E1 , θ

(R)
E2 ). Each side of each eyelid has two

axes (left: θ
(L)
L1 , θ

(L)
L2 ; right: θ

(R)
L1 , θ

(R)
L2 ). The LEDs work with

the motors to express several emotions. They are located on
the head (LH ), mouth (LM ), eyes (LE), cheeks (LC), and tear
ducts (LT ). Those on the head can emit light in three colors
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Fig. 1. Front and side views of Ifbot.
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Fig. 2. Facial expression mechanisms of Ifbot.

(orange, green, red), those in the mouth can emit orange light,
those in the eyes can emit light in three colors (green, red,
blue), those in the cheeks can emit red light, and those in the
tear ducts can emit blue light. Using this mechanism, Ifbot can
generate various facial expressions.

III. INTERACTIVE FACIAL EXPRESSION MODEL

In general, a robot’s facial expression is controlled by a mo-
tion file corresponding to the desired emotion. In other words,
there is only one facial expression per emotion. Therefore, the
facial expression for each emotion remains the same even over
a series of interactions. Simply increasing the number of files
will not eliminate the feeling of unnaturalness.

Our interactive model, which enables a robot to generate
a unique facial expression in response to each stimulus, is
based on a neural network. Neural networks are frequently
used for mapping qualitatively different types of data, stim-
ulations, and actuating parameters [16]. Neural networks can
generalize the patterns learned during training to encompass
new instances, and they are flexible. However, in general,
a layered neural network cannot deal with time-series data.
Therefore, we used a simple recurrent network [14], [15] as
the basis of our expression-generation model because it can
generate expressions on the basis of past state transitions.

A. Simple Recurrent Network

An SRN has a context layer between input layer and hidden
layer. The number of units in the context layer equals that in

Fig. 3. Proposed interactive facial expression model.

the hidden layer because the units in both layers have a one-
to-one correspondence. In an SRN, the activations are copied
from the hidden layer to the context layer on a one-to-one
basis, with a fixed weight of 1.0. The dotted lines in Figure 3
represent trainable connections. The data in the context layer
at a given time reflects data from a previous hidden layer.
Subsequently, the data in the context layer is returned to the
hidden layer, where it is mixed with new input data. Thus,
SRN deals with time-series data by adding a context layer.

B. Facial Expression Model using SRN

Our proposed model is illustrated in Figure 3. The input is
a stimulation event, and the output is a facial expression. A
context layer and hidden layer pair is an emotion for which
the robot outputs a facial expression considering changes in
past stimulations. The hidden layer contains an internal rep-
resentation for mapping a facial expression to the stimulation
event. The relationship between a stimulation event and the
facial expression is mapped by learning the network. The
robot can thus express a facial expression corresponding to
the stimulation event.

This mapping of stimulation events to facial expressions
enables an emotion to be connected with a facial expression.
However, Cornelius states that emotion is a useful action to
satisfy and free a sense and a desire. In addition, this action
is thought to be acquired by the force of habit. For example,
a cat will automatically assume a certain posture to protect
its ears while fighting with another cat. This action came to
be automatic in situations related to a threat [17]. The same
kind of learning is needed for generating expressions in a robot
that exhibit emotions. That is, repetitive learning of an action
(facial expression) that is appropriate to the stimulation event is
needed. The stimulation event and facial expression are simply
mapped by learning the network. With this learning, various
facial expressions can be produced by a robot.

This model of learned time-oriented relationships between
basic stimulation events and facial expressions can generate
various facial expressions using the generalization capability of
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Fig. 4. Evaluation system using Ifbot.

the neural network. When a stimulation event is input, the re-
sulting facial expression is automatically generated because the
network can learn and generate temporal patterns. Moreover,
various mixed expressions can be synthesized corresponding
to the timing of the stimulation event because the network has
internal feedback. Without considering a specific interpolation
method, the network can dynamically generate the facial
expression.

We define the weight factor of the feedback connection with
each context unit as α, and it remains fixed (Figure 3). The
output of the context units at time t is given by

ci(t) =
{

ci(0) (t = 0)
αci(t − 1) + hi(t − 1) (t > 0) , (1)

where hi(t) is the output of the hidden units at time t, and
hi(0) and ci(0) are the initial values of the hidden units and
context units, respectively. The learning of the network can be
improved by setting an appropriate value of α.

IV. EVALUATION SYSTEM

A. Construction

The system used for the evaluation is illustrated in Figure 4.
It is based on the assumption that a stimulation event can
occur at any time. An emotion is identified for the event,
and the robot, Ifbot, generates an appropriate facial expression.
A person controls the interactions with the robot by using a
display screen. As shown in Figure 4, red, blue, cyan, and
green buttons are displayed. They represent four emotions
(anger, sadness, surprise, and happiness) adopted from six
basic emotions [18]. Red corresponds to anger, blue to sadness,
cyan to surprise, and green to happiness. The system inputs a
1 to the unit in the input layer corresponding to the button
pressed inputs a 0 when there is no stimulation event. The
values of the facial expression control parameters in the model
are used to control the robot. The 15 control parameters are
expressed as

S = (θN1, θN2, θ
(L)
E1 , θ

(L)
E2 , θ

(R)
E1 , θ

(R)
E2 , θ

(L)
L1 , θ

(L)
L2 ,

θ
(R)
L1 , θ

(R)
L2 , LH , LM , LE , LC , LT )T , (2)

Fig. 5. Teaching data.

Fig. 6. Proposed A. Fig. 7. Proposed B.

where θ
(·)
· are motor outputs corresponding to θ

(·)
· , and L· are

patterns output from the LEDs of each part in Figure 1.
We used 4, 25, and 15 units in the input, hidden, and

output layer, respectively (with 25 context units). The input
units correspond to the four emotions. To train the network,
we used four of Ifbot’s facial expressions as teaching data. The
teaching data was made of an emotional face and the default
face by a linear interpolation. The temporal facial changes for
these emotions are shown in Figure 5.

B. Characterization by Learning

We created four robots (two proposed and two conventional)
that can generate expressions corresponding to the four emo-
tions. The two proposed robots are referred to as “Proposed A”
and “Proposed B”, and the two conventional robots are referred
to as “Default A” and “Default B”.

We think that we can give the robot a character by the
method of the training of stimulation and expression. We
implement two characterized robots by learning in this paper.

1) Proposed A: Proposed A generated a facial expres-
sion for the appropriate emotion at the instant a stimulation
event was input. The method used for training this robot
(e.g. learning anger) is shown in Figure 6. For each input
sequence, in which four bits were presented at a time, the
correct output at the corresponding point in time is shown. At
time t = 1, the input unit corresponding to the stimulation
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Fig. 8. Facial expressions using Proposed A.

Fig. 9. Facial expressions using Proposed B.

event was input as 1.0, and the network trained the robot to
generate the appropriate facial expression. For t = 2 − 10,
the network gradually trained the robot to generate the default
facial expression for when there was no stimulation event.
Using this method, the network trained the robot to generate
the appropriate facial expression for all four emotions using
the right arrow facial change in Figure 5. In fact, when a
stimulation event was input, the leftmost facial expression was
generated.

2) Proposed B: Proposed B gradually generated a facial
expression for the appropriate emotion as the stimulation
event proceeded. The method used for training this robot (e.g.
learning anger) is shown in Figure 7. At time t = 1, the input
unit corresponding to the stimulation event as continuously
input as 1.0, and the network gradually trained the robot to
generate the appropriate facial expression. Using this method,
the network trained the robot to generate all four emotions
using the left arrow facial change in Figure 5.

Figure 8 and Figure 9 show examples of face changes using
our proposed model. You can see the face of the fourth picture
of Figure 8 that doesn’t appear in the teaching facial data.
Our proposed model can easily express the face with mixed
emotions. Figure 9 shows that the robot generated emotional
facial expressions by accumulating same stimulation.

Moreover, as follows, we prepared the conventional robots
for facial expression. Conventional models for robot facial
expression use predefined expressions.

3) Default A: Default A operated the same as Proposed A,
except that it only generated facial expressions taken from the
training data of right arrow face change.

4) Default B: Default B operated the same as Proposed B,
except that it only generated facial expressions taken from the
training data of left arrow face change.

V. EVALUATION

We subjectively evaluated the impression that each robot
made on a person interacting with them in comparison with
that made by the conventional system.

A. Procedure

The participants were 28 college students (20-24 years old,
23 men, 5 women). They interacted freely with the four robots
(Proposed A, Proposed B, Default A, Default B) one robot at a
time for as long as they wanted. In terms of content interaction,
participants gave stimulus to the robot by using the button
interface (e.g., input as shown in Figure 8 and Figure 9) and
looked the facial expression of the robot. The interfaces for
the robots were identical. The order in which the participants
interacted with the robots was random for each person. At
the end of the interaction with each robot, the participant
completed a questionnaire. The evaluation was based on a
semantic differential (SD) technique [19] in which values on a
7-point scale were assigned for six pairs of opposing evaluative
adjectives:

• natural - artificial
• humanlike - mechanical
• complicated - simple
• interesting - boring
• intuitive - rational
• like - dislike.

For example, a score of 7 for the first pair meant that the
robot acted completely naturally, while a score of 1 meant
that it acted completely artificially. Therefore, the higher the
score, the better the robot’s performance. After evaluating
all four robots, the participant ranked them in order of their
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Fig. 10. Experiment result of each system (robot) of each evaluation item.

overall performance and wrote a descriptive impression of the
interactions.

B. Results

We tested the questionnaire using the Friedman test, a
nonparametric one-way analysis of variance, and a Scheffe test,
a test of statistical significance, because of ordinal scales. The
mean values for the evaluated pairs are shown in Figure 10.

1) natural - artificial: The difference in evaluations be-
tween the two proposed robots and Default A was significant.
Both proposed robots received a neutral evaluation, while the
two conventional robots tended to receive an artificial evalua-
tion. From the descriptive impressions, we found that Default A
tended to react too quickly with little variety in its movements.
This is attributed to the proposed method always changing the
facial expression in accordance with the stimulation events and
to the timing of the stimulation events. The proposed method
can reduce the amount of artificial feeling in the interactions
compared with the conventional method.

2) humanlike - mechanical: Both proposed robots were
evaluated as humanlike, and both conventional ones were
evaluated as mechanical; the difference was significant. We at-
tribute this to the differences in the generated facial expressions
between the proposed and conventional robots. The proposed
robots displayed a variety of facial expressions because the
expressions changed in accordance with the timing of the
stimulation events. The proposed robots thus tended to create
a less mechanical feeling. This was reflected in the descriptive
impressions.

3) complicated - simple: The differences were significant
for the all combinations of proposed and conventional robots
(p < 0.01). Both proposed robots were evaluated as compli-
cated, while both conventional ones tended to be evaluated

as simple. Several opinions were expressed in the descriptive
impressions: “The actions of the conventional robots felt
monotonous”; “Since a mixture of expressions was expressed,
the actions of the proposed robots felt complex”. In short,
the proposed robots were better able to generate expressions
conveying mixed emotions.

4) interesting - boring: The differences were significant
for the all combinations of proposed and conventional robots
(p < 0.01). Both proposed robots were evaluated as interesting,
while both conventional robots were evaluated as neutral. We
consider that this evaluation item summarize the views on the
above-mentioned evaluation items. These results suggest that
the proposed model can increase the diversity of human-robot
interaction.

5) intuitive - rational: This evaluation pair is significantly
different from the others because it is not a comparison
between the proposed and conventional robots but rather a
characterization. Robots A (Proposed A and Default A) reacted
instantly, while Robots B (Proposed B and Default B) generated
facial expressions for each emotion by accumulating stimula-
tion events. The participants generally thought that Robots A
were intuitive and Robots B were rational. This result matches
the setting of the characterization.

6) like - dislike: There was significant difference between
Proposed A and conventional robots. However, as shown in
Figure 10 (b), the tendency for a different preference depended
on the person was seen for the control method and the charac-
terization. From the descriptive impressions, some participants
liked the quicker reactions of Robots A, and some liked the
slower reactions Robots B. For example, one person thought
that becoming angry quickly was more natural, while another
thought that gradually becoming angry was more natural.
Therefore, the difference for this pair is not significant because
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Fig. 11. Frequency distribution of each rank.

the evaluations varied a great deal.

C. Ranking

The results for ranking are shown in Figure 11 as a
histogram. There was a clear difference: Proposed A and B
were ranked first or second by virtually everyone. The reason
for this is mostly explained by the results for like - dislike. Note
that the other proposed method (characterization not suitable
for the preference) was ranked second most frequently. This
suggests that the good influences of the proposed method in
the interaction are stronger than the benefits of the character-
ization.

VI. CONCLUSION

We have developed an interactive facial expression model
that uses the feedback and generalization capabilities of a
simple recurrent network. Only basic expressions are made
and trained; the network uses them to automatically generate
similar facial expressions. This reduces the time needed for
generating predefined facial expressions. Moreover, the artifi-
ciality of and uncomfortable feeling generating by the robot’s
facial expressions are reduced. If a robot can add a feeling
of emotion to its communication with a person, the person
is more likely to develop a sense of intimacy with the robot.
We focused on this advantage and examined it in a subjective
evaluation. We implement the proposed model in a robot and
evaluated the effectiveness of the dynamic facial expression
during interaction between a person and the robot. The results
suggest that dynamically generating facial expression using the
proposed method gives the person interacting with the robot a
better impression than that using a conventional method. We
showed that using the proposed model

1) reduces the artificial and mechanical feeling created by
the facial expressions of a robot,

2) a robot can express interest and complicated expressions
by mixed emotions, and

3) a robot can be characterized by using facial expressions.
We used the frame of simplified interaction and evaluated

it to judge the effectiveness of the proposed model because

we wanted the participants to focus on the facial expressions
of the robot during interaction. Considering symbiosis of
the person, we need to evaluate the interactions in practical
communications between a person and a robot.

ACKNOWLEDGMENT

Ifbot was developed as part of an industry-university joint
research project among the Business Design Laboratory Co.,
Ltd., Brother Industries, Ltd., A.G.I. Inc., ROBOS Co., and
the Nagoya Institute of Technology. We are grateful to all of
them for their input.

This work was supported in part by Grant-in-Aid for
Young Scientists (A) #20680014 of the Ministry of Educa-
tion, Culture, Sports, Science and Technology, and Artificial
Intelligence Research Promotion Foundation.

REFERENCES

[1] T. Minato, M. Shimada, S. Itakura K. Lee and H. Ishiguro. Does Gaze
Reveal the Human Likeness of an Android? Proceedings of the 4th IEEE
International Conference on Development and Learning, pages 106–111,
2005.

[2] D. Sakamoto, T. Kanda, T. Ono, H. Ishiguro and N. Hagita. Android as
a telecommunication medium with human like presence. 2nd ACM/IEEE
International Conference on Human-Robot Interaction (HRI2007), 2007.

[3] H. Kobayashi, F. Hara, G. Uchida and M. Ohno. Study on Face
Robot for Active Human Interface Mechanisms of Face Robot and Facial
Expressions of 6 Basic Emotions. JRSJ, 12(1):155–163 (in Japanese).

[4] H. Kobayashi, F. Hara and A. Tange. A Basic Study on Dynamic Control
of Facial Expressions for Face Robot. Proceedings of IEEE International
Workshop on Robot and Human Communication, pages 168–173, 1994.

[5] C. Breazeal and B. Scassellati. A context-dependent attention system
for a social robot. In Proceedings of the Sixteenth International Joint
Conference on Artificial Intelligence (IJCAI99), pages 1146–1151, 1999.

[6] Business Design Laboratory Co. Ltd. Communication Robot ifbot.
http://www.ifbot.net.

[7] S. Kato, S. Ohshiro, H. Itoh and K. Kimura. Development of a
communication robot Ifbot. The 2004 IEEE International Conference
on Robotics and Automation (ICRA), pages 697–702, 2004.

[8] M. Kanoh, S. Kato and H. Itoh. Facial Expressions Using Emotional Space
in Sensitivity Communication Robot “ifbot”. IEEE/RSJ International
Conference on Intelligent Robots and Systems, pages 1586–1591, 2004.

[9] M. Kanoh, S. Kato and H. Itoh. Analyzing Emotional Space in Sensi-
tivity Communication Robot “ifbot”. The 8th Pacific Rim International
Conference on Artificial Intelligence, pages 991–992, 2004.

[10] M. Kanoh, S. Iwata, S. Kato and H. Itoh. Emotive Facial Expressions
of Sensitivity Communication Robot “Ifbot”. Kansei Engineering Inter-
national, 5(3), pages 35–42, 2005.

[11] M. Gotoh, M. Kanoh, S. Kato, T. Kunitachi and H. Itoh”, Face Generator
for Sensibility Robot based on Emotional Regions. The 36th International
Symposium on Robotics, 2005.

[12] H. Shibata, M. Kanoh, S. Kato and H. Itoh. A System for Converting
Robot ‘Emotion’ into Facial Expressions. IEEE International Conference
on Robotics and Automation (ICRA 2006), pages 3660–3665, 2006.

[13] W. Von Raffler-Engel. Aspects of nonverbal communication. Loyola Pr,
1979.

[14] J.L. Elman. Finding structure in time. Cognitive Science, 14:179–211,
1990.

[15] J. L. Elman and E. A. Bates and Mark H. Johnson and Domenico Parisi
and Kim Plunkett. Rethinking Innateness: A Connectionist Perspective
on Development. Bradford Books, 1996.

[16] H. Yamada, K. Suzuki and S. Hashimoto. Interrelating physical feature
of facial expression and its impression. HCS2000-47, 2001.

[17] Randolph R. Cornelius. The Science of Emotion; Research and Tradition
in The Psychology of Emotion. Prentice Hall College Div, 1995.

[18] Paul Ekman. Unmasking the Face. Prentice-Hall, 1975.
[19] Snider, J. G., and Osgood, C. E. Semantic Differential Technique. A

Sourcebook, 1969.

1706



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


