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Abstract— In this paper, we propose structural enhanced
information for detecting and visualizing main features in input
patterns. We have so far proposed information enhancement for
feature detection, where, if we want to focus upon components
such as units and connection weights and interpret the functions
of the components, we have only to enhance competitive units
with the components. Though this information enhancement has
given favorable results in feature detection, we further refine
the information enhancement and propose structural enhanced
information. In structural enhanced information, three types of
enhanced information can be differentiated, that is, first-, second-
and third-order enhanced information. The first-order informa-
tion is related to the enhancement of competitive units themselves
in a competitive network, and the second-order information
is dependent upon the enhancement of competitive units with
input patterns. Then, the third-order information is obtained
by subtracting the effect of the first-order information from
the second-order information. Thus, the third-order information
more explicitly represents information on input patterns. With
this structural enhanced information, we can estimate more
detailed features in input patterns. For demonstrating explicitly
and intuitively the improved performance of our method, the
conventional SOM was used, and we transformed competitive unit
outputs so as to improve visualization. The method was applied
to the Johns Hopkins University Ionosphere database. In the
problem, we succeeded in visualizing the detailed and important
features of input patterns by using the third-order information.

I. INTRODUCTION

A. Information Enhancement

Mutual information has been widely used in neural com-
puting, because it can deal with higher order statistics [1]
and it can be related to information processing principles in
living systems [2], [3], [4], [5], [6]. However, one of the
major problems of mutual information is that it is the average
of information content in all components. Thus, if we want
to extract information content about specific components in
a network, it is of no use to examine mutual information.
To extract information specific to input variables, we have
proposed conditional mutual information and a method called
information loss [7], [8]. In conditional mutual information [9],
[10], the average operation in mutual information is partially
removed to obtain information specific to some components.
The same type of conditional information has also been applied
to information processing describing the dendrite [11]. On
the other hand, the information loss has been defined by the
change of mutual information between a full network and a
network without a certain element [9]. If a large change in

mutual information, in particular, large information loss, is
observed, then the element surely plays a very important role in
a network. We applied the information loss to actual problems
and confirmed that the information loss is a good indicator
to suggest the possibility of the importance of elements in a
network [10].

Parallel to this information loss, we have introduced in-
formation enhancement of competitive units by enhancement
and relaxation [12] to extract information specific to some
components. In the information enhancement, competitive
units are forced to respond to input patterns by enhancing
some elements, such as input variables, in a network. With
this enhancement, competitive units tend to respond explicitly
to input patterns, and it becomes easier to interpret how
competitive units respond to input patterns. This enhancement
is certainly related to the well-known attention. For example,
visual attention has been believed to speed up the reaction time
and to improve visual perception [13], and there have been a
number of models for modeling attention [13], [14], [15], [16].

For the procedure of enhancement, we have introduced
enhancement and relaxation for competitive units. When a
competitive unit is enhanced, it responds explicitly to all the
input patterns, while when the competitive unit is relaxed,
it responds uniformly to all the input patterns. Information
change by enhancement or relaxation is called enhanced infor-
mation. The enhancement is realized by changing the Gaussian
width in computing outputs from neurons. As the Gaussian
width becomes smaller, more explicit responses of neurons
can be obtained. On the other hand, as the Gaussian width
becomes larger, all neurons respond more equally to any input
patterns. Because enhancement can be realized by decreasing
the Gaussian width, it turns out to be easy to implement a
concept of enhancement in neural networks.

B. Structural Information Enhancement

Enhanced information has been proved to be a powerful
method to detect features [12]. However, we have found that,
if we consider several types of enhanced information, we can
more clearly detect important features in input patterns. In
this context, we introduce structural enhanced information to
take into account several types of information for obtaining
more detailed information on input patterns. We have already
introduced structural information [17], [18], [19]. In this struc-
tural information, we have two types of information content,
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namely, the first- and the second-order information. The first-
order information is due only to the probability of the com-
petitive units themselves, and the second-order information is
information content due to given input patterns. By separating
these two types of information, we have shown that more
detailed interpretation is possible for a network. In addition,
Gatlin [20] found that the separation of different types of
information can be used to differentiate the different species of
living systems. Following these experimental results showing
the effectiveness of different types of information content, we
introduce here structural enhanced information in which we
can differentiate three types of information; the first-, second-
and third-order enhanced information. The first-order informa-
tion is an information change due only to competitive units. On
the other hand, the second-order information is an information
change due to competitive units with input patterns. The third-
order information is obtained by subtracting the effect of
the first-order information from the second-order information.
The third-order information is used to produce information
without the effect of the first-order information. Because we
take into account the structure of information content, this
information is called structural enhanced information. Though
all types of information play important roles in interpreting
final representations, we focus upon the third-order information
in this paper and in particular focus upon competitive units for
enhancement, because this type of third-order information has
shown significantly improved performance for many problems.

Finally, we should briefly note the applications used in this
paper. Structural enhanced information has been based upon
competitive learning, and thus it is the best suited for interpret-
ing internal representations created by competitive learning.
However, we applied the method here to the conventional self-
organizing maps or SOM, because it is easy to demonstrate
how well the new method can improve the visualization
performance of the SOM. In the conventional SOM, many
techniques have bee developed, such as Sammon maps [21]
and U-matrix [22] and some other techniques discussed in
many pieces of literature [23], [24], [25], [26], [27]. However,
these sophisticated techniques may be of no use for ambiguous
connection weights. Our method can be used to visualize
connection weights more explicitly.

II. THEORY AND COMPUTATIONAL METHODS

A. Mutual Information and Competitive Learning

Competitive learning [28] has been considered to be one
of the most important learning methods in neural networks.
Competitive learning has been developed by Rumelhart and
Zipser [28] to detect regularity in input patterns, and the
competitive units should equally be activated. However, as
already mentioned in the introduction section, we have had the
underutilized problem, and many methods have been proposed
to overcome this problem [28], [29], [30], [31], [32], [33].

To overcome this problem and to realize the softer type of
competitive learning, we have introduced mutual information
between input patterns and competitive units in competitive
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Fig. 1. A network architecture for competitive learning.

learning [18], [34], [35], [36], [37]. The use of mutual in-
formation for competitive learning is due to the fact that
there is a strong similarity between competitive learning and
mutual information maximization. As mutual information is
maximized, just one neuron’s activation is maximized, while
all the other neurons are inactive. In addition, on average, all
neurons are equally activated.

Now, let us compute mutual information for a network. Fig-
ure 1 shows a network architecture. A network is composed of
the kth input unit xs

k for the sth input pattern, and connection
weights wjk from the kth input unit to the jth competitive
unit. The jth competitive unit receives a net input from input
units, and an output vs

j from the jth competitive unit can be
computed by

vs
j ∝ exp

{
−1

2
(xs − wj)T Σ−1(xs − wj)

}
, (1)

where
Σj = σ2I, (2)

where Σ represents a scaling matrix1, and I denotes an identity
matrix. The output is increased when connection weights are
closer to input patterns. The conditional probability of the
firing of the jth competitive unit, given the sth input pattern
of the S input patterns, can be obtained by

p(j | s) =
exp

{−1
2 (xs − wj)T Σ−1(xs − wj)

}
∑M

m=1 exp
{−1

2 (xs − wm)T Σ−1
j (xs − wm)

} .

(3)
The probability of the firing of the jth competitive unit is
computed by

p(j) =
S∑

s=1

p(s)p(j | s), (4)

where p(s) denotes the probability of the sth input pattern and
S is the number of input patterns. With these probabilities, we
can compute mutual information

I =
S∑

s=1

M∑
j=1

p(s)p(j | s) log
p(j | s)
p(j)

, (5)

1Instead of the covariance matrix, we used this term, because the competi-
tive units do not follow the Gaussian distribution.
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Fig. 2. Enhancement (b) and relaxation (c) of competitive units for a network
itself.

where M denotes the number of competitive units. When this
mutual information is maximized, the first term of entropy
should be maximized, while the second term of conditional
entropy should be minimized. When the entropy is maximized,
all neurons are equally activated. On the other hand, when the
conditional entropy is minimized, a neuron is only activated
for specific input patterns. This finding of similarity between
competitive learning and mutual information encourages us
to use information-theoretic measures to describe competitive
learning.

B. General Enhancement and Relaxation

Because mutual information is the average, it is of no use
to extract information content specific to some components in
a network. To overcome this problem, we have introduced a
procedure of enhancement and relaxation to focus upon some
components in a network [12]. These procedures are based
upon the change in competitive unit activations by controlling
the Gaussian width. We introduce here the most general case
of enhancement and relaxation, namely, enhancement and
relaxation for a network itself.

Figure 2 shows a process of enhancement and relaxation
for a network itself. Figure 2(a) shows the original situation
obtained by competitive learning, in which three neurons are
differently activated for input units. With enhancement, as
shown in Figure 2(b), the characteristics of competitive unit
activations are enhanced, and only one competitive unit is
strongly activated. This means that obtained information in
competitive units is larger. On the other hand, Figure 2(c)
shows a state obtained by relaxation, in which all competitive
units respond uniformly to input units. Because competitive
units cannot differentiate between input patterns, no informa-
tion on input patterns is stored.

This enhancement can be realized by changing the Gaussian
width. In a network shown in Figure 1, a neuron output can

be defined by the Gaussian-like function:

vs
jk ∝ exp

{
−1

2
(xs − wj)T Σ−1(xs − wj)

}
, (6)

where Σ denotes the scaling matrix. Thus, enhancement is
possible by decreasing the Gaussian width. In actual formu-
lation in Section 2.4, the Gaussian width is replaced by the
enhancement parameter α. The scaling matrix can be defined
by

Σ = Σ(α)
enh

= σ2I

= (1/α)2I. (7)

When the relaxation is applied, we have

Σ = Σ(α)
rel

= (α)2I. (8)

For example, when a network itself is enhanced, we must
compute the competitive outputs by

vs
j,enh ∝ exp

{
−1

2
(xs − wj)T (Σ(α)

enh)−1(xs − wj)
}

. (9)

As the Gaussian width is decreased, the enhancement parame-
ter is increased. This means that, as the enhancement parameter
α is increased, more enhanced states can be produced.

C. Structural Enhanced Information

In this paper, enhancement is measured in three different
ways in order to see a more detailed change in neurons. For
this purpose, we introduce structural enhanced information,
in which we can define three types of enhanced information.
First, the first-order enhanced information is defined by the
cross entropy between the original probability p(j) of firing
of the jth competitive unit and the enhanced probability for
competitive units. On the other hand, the second-order en-
hanced information is defined by the cross entropy between the
original conditional probability p(j | s) of competitive units
for input patterns and the enhanced conditional probability.
Finally, the third-order enhanced information can be defined
by the difference between the second- and first-order enhanced
information.

Let us introduce structural enhanced information. Suppose
that the probability p(j) of firing of the jth neuron is changed
to penh(j) by enhancement, and the conditional probability
p(j | s) to penh(j | s). The first-order enhanced information
for the probability p(j) can be defined by using the cross
entropy:

EI1 =
M∑

j=1

p(j) log
p(j)

penh(j)
. (10)

The second-order enhanced information is defined by

EI2 =
S∑

s=1

p(s)
M∑

j=1

p(j | s) log
p(j | s)

penh(j | s)
. (11)
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Then, we have the third-order enhanced information

EI3 = EI2 − EI1. (12)

This third-order enhanced information is formulated by our
expectation of the second-order enhanced information’s being
much larger than the first-order information. The first-order
enhanced information is concerned with information change
due to competitive units themselves. On the other hand, the
second-order enhanced information is related to information
change due to competitive units with input patterns. The
third-order enhanced information is information change due
to competitive units with input patterns without the effect due
to the competitive units themselves.

D. Structural Enhanced Information for Competitive Units

Then, we consider a case where a competitive unit itself
is used for enhancement, because we have had the most
favorable experimental results with this enhancement. How-
ever, enhancement can be defined for any components of a
network. For a more detailed discussion on the flexibility of
the enhancement, see the discussion section. Competitive unit
outputs when the rth competitive unit is used for enhancement
are given by

vs
jr ∝ exp

{
−1

2
(xs − wj)T (Σ(r,α)

j )−1(xs − wj)
}

, (13)

where
Σ(r,α)

j = δjrΣ
(α)
enh + (1 − δjr)Σ

(α)
rel . (14)

The scaling matrix means that, if the target is the rth com-
petitive unit, the enhanced scaling matrix is used for the
competitive unit, while for all the other competitive units, the
relaxed scaling matrix is used. We can normalize these outputs
for probabilities,

pr(j | s) =
exp

{
−1

2 (xs − wj)T (Σ(r,α)
j )−1(xs − wj)

}
∑M

m=1 exp
{
−1

2 (xs − wm)T (Σ(r,α)
j )−1(xs − wm)

} .

(15)
And we have

pr(j) =
S∑

s=1

p(s)pr(j | s). (16)

Now, we can define the first-order enhanced information

EIr
1 =

M∑
j=1

p(j) log
p(j)
pr(j)

. (17)

By using these probabilities, we have the second-order en-
hanced information for the rth competitive unit

EIr
2 =

S∑
s=1

M∑
j=1

p(s)p(j | s) log
p(j | s)
pr(j | s)

. (18)

The third-order enhanced information is defined by the differ-
ence between the two pieces of information, defined by

EIrt
3 = EIrt

2 − EIrt
1 . (19)

The third-order enhanced information is the difference be-
tween the first- and the second-order enhanced information.
Therefore, if the second-order enhanced information is over-
whelmingly larger than the first, then the third-order enhanced
information is of no use.

III. RESULTS AND DISCUSSION

In the following experiments, we try to show how well the
new method extracts features in input patterns. More exactly,
the third-order information is effective in detecting features,
because the third-order information is obtained by subtracting
the effect of the first-order information from the second-order
information. For easy comparison, we use the conventional
SOM [24]. The data in the following experiments were normal-
ized, and the variance was unity. For comparison, we plotted
the Sammon maps frequently used in the SOM applications
and PCA projections with two principal components. All these
methods, including the Sammon maps and PCA, were executed
by using the SOM toolbox with all default values for easy
comparison and reproduction2.

A. Ionosphere Database

We used the Johns Hopkins University Ionosphere database
in UCI machine learning database3. The number of input
patterns was 351, and the number of variables was 34. The
data were normalized with zero mean and one variance. The
data were described by the UCI machine learning database
as follows. The data were collected by a system consisting
of a phased array of 16 high-frequency antennas with a
total transmitted power in the order of 6.4 kilowatts. The
targets were free electrons in the ionosphere. The ”good” and
”bad” radar returns were those with and without evidence,
respectively, of some type of structure in the ionosphere.

Figures 3(a) and (b) show a U-matrix and a map with
labels obtained for the ionosphere database by the conventional
SOM. In Figure 3(a), boundaries in warmer colors concentrate
on the lower part of the map, and those boundaries are not
necessarily those between two groups. On the other hand, by
plotting labels on the map, in Figure 3(b), input patterns are
clearly divided into two groups, namely, ”good” and ”bad”
radar returns. Figure 4 shows enhanced information when the
enhancement parameter is increased from 1.1 (a) to 2.0 (c).
On the whole, as the order of information from the first to
the third order is increased, the enhanced information of some
neurons on the lower end of the map becomes higher. When the
enhancement parameter is 1.1, in Figure 4(a), when the order
of information is higher, the enhanced information of the lower
part of the map is higher, in warmer colors, but the difference
among the first- (a1), second- (a2) and third-order enhanced
information (a3) is small. When the enhancement parameter is
increased from 1.1 (a) to 1.5 (b), on the lower parts of the maps
in the second- and the third-order information in Figure 4(b2)

2We used SOM Toolbox 2.0, February 11th, 2000 by Juha Vesanto
http://www.cis.hut.fi/projects/somtoolbox/. No special options were used for
easy reproduction.

3http://www1.ics.uci.edu/ mlearn/MLRepository.html

3498



2

1

2

1

1

1

1

2

2

2

1

1

1

2

1

1

1

2

2

2

1

1

1

1

1

1

1

1

2

2

2

2

2

2

1

1

1

1

1

1

1

1

2

2

2

2

2

1

1

1

1

1

1

2

2

2

2

1

2

2

1

1

1

2

2

2

2

2

1

2

2

1

1

1

2

2

2

2

2

1

1

1

(a) U-matrix (b) Labels
Fig. 3. U-matrix (a) and labels (b) produced by the conventional SOM.

and (b3), the enhanced information becomes slightly higher,
in lighter blue. Finally, when the enhancement parameter is
increased to 2.0, in Figure 4(c), an upper region and a lower
region for the second and third-order enhanced information in
Figure 4(c2) and (c3) are more clearly separated. In particular,
for the third-order information in Figure 4(c3), the lower part
of the map significantly corresponds to the second group in
the map with labels in Figure 3(b).

Finally, we compare the results obtained by the structural
enhanced information with those by the Sammon map and
the principal component analysis. Figures 4 (a) and (b) show
a Sammon map and a PCA projection with two principal
components for the ionosphere database. No clear boundary
separating two groups can be detected by the Sammon map
in Figure 5. On the other hand, in Figure 5(b), the results
of the principal component analysis seem to have produced
some clusters of input patterns on the left and right side of
the map. However, we can say that patterns detected by the
principal component analysis are more ambiguous than those
obtained by the structural enhanced information. In addition, in
the principal component analysis, the cumulative contribution
rate with the first two principal components is only 0.396.
Thus, with two principal components, it is difficult to explain
input patterns.

These experimental results show that the third-order en-
hanced information can most clearly divide input patterns into
two groups, while all the other methods failed to divide the
input into appropriate groups.

B. Discussion

We have proposed a new information-theoretic method
called structural enhanced information to detect features or to
improve visualization performance in the conventional SOM.
Information enhancement is a procedure to enhance competi-
tive units and to force competitive units to respond explicitly
to input patterns. We have so far defined and used enhanced
information for feature detection for several problems [12].
However, we have found that more detailed structure inside
information content reveals some important features in input
patterns [18]. For this purpose, we have introduced structural

(a) α=1.1

(a1) First order (a2) Second order (a3) Third order

(b) α=1.5

(b1) First order (b2) Second order (b3) Third order

(c) α=2.0

(c1) First order (c2) Second order (c3) Third order

Fig. 4. The first-order (1), second-order (2) and third-order (3) enhanced in-
formation for competitive units when the enhancement parameter is increased
from 1.1 (a) to two (c). Warmer and cooler colors represent larger and smaller
values, respectively.
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Fig. 5. Sammon map (a), PCA projection (b) (cumulative contribution
ratio=0.396).
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enhanced information in which the first-, second- and third-
order enhanced information can be differentiated. The first-
order enhanced information is due to the information by com-
petitive units themselves, while the second-order information
contains information on input patterns. Thus, the third-order
enhanced information is the difference between the second-
and first-order information. The third-order information, there-
fore, represents information exclusively on input patterns. In
this paper, we have focused upon the third-order enhanced
information. We have applied the third-order enhanced infor-
mation to the ionosphere database. In the data, the third-order
structural information has shown more explicit maps than the
U-matrices by the conventional SOM, the Sammon maps and
the principal component analysis. Thus, experimental results
have shown that, in addition to the first- and second-order
information, we need to examine the third-order information
in complex problems.

The limitations of this method can be summarized by two
points: parameter setting and computational complexity. The
first problem is related to the enhancement parameter. As
already discussed in Section 3, the difference between the
first- and the second-order information becomes larger as the
enhancement parameter becomes larger. When the difference
is larger, in particular, when the second-order information is
much larger than the first-order information, the difference
between the two types of information is of no use, because the
second-order information becomes dominant. Thus, we need
extensive studies on tuning the enhancement parameter α.

Then, the time complexity becomes serious when we must
deal with larger problems, because for each competitive unit to
be enhanced, we need to compute mutual information. Thus,
for the case of this paper, we had to repeat the computation of
mutual information M times (M is the number of competitive
units). This can be a time-consuming procedure when the
number of competitive units is larger. Enhanced information
is flexible enough to be applied to any components and any
combination of the components. For example, when we try to
examine relations between L input units and M competitive
units, the complexity becomes more serious (computation of
mutual information by M × L times). We need to develop a
computational method to simplify the computation of mutual
information.

We have focused upon one type of structural information in
which specific competitive units are directly enhanced by the
enhancement parameter. However, we can use any components,
such as input, competitive units and their combination, in a
network for this kind of enhancement. For example, we use
input units for enhancement, and we can estimate the impor-
tance of input variables. In this way, we can define enhanced
information for any components and any combination of these
components in a network. Thus, though our method has some
problems, such as parameter setting and time complexity, we
think that the flexibility of the method seems to surpass those
problems.

IV. CONCLUSION

In this paper, we have introduced a new type of information
called enhanced information as well as structural enhanced
information. Enhanced information is obtained by enhancing
competitive units through some elements in a network, while
all the other competitive units are forced to be relaxed. If
this enhancement causes a drastic change in information for
competitive units, the elements surely play a very important
role in information processing in competitive learning. To see
the role of this enhanced information in more detail, we have
introduced structural enhanced information, with three types
of information, that is, first-, second- and third-order enhanced
information. The first-order enhanced information consists of
change only in competitive units. The second-order enhanced
information consists of change in competitive units, given
input patterns. The third-order enhanced information is the
difference between the first- and the second-order enhanced
information. We have applied the method to an ionosphere
database to show easily how well the new method discovers
features in input patterns and how well it visualizes complex
input patterns. Experimental results have shown that features
extracted by the new method are clearer than those extracted by
the conventional SOM, and results correspond to our intuition
on input patterns. Though much effort remains for the method
to be made practically applicable, it is certain that the flexibility
of the method can be used to interpret the functions of specific
components in neural networks.
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