Two-View Face Recognition Using Bayesian Fusion
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Abstract—Two-dimensional face recognition suffered from pose changes, while three-dimensional approaches are with high computational complexity. Motivated by this, a two-view face recognition system for digital home is presented in this paper. Besides the improvement in recognition rate, this system reduces the misclassification that could occur in traditional single-view systems. The proposed system fuses the individual recognition results of two images of the same identity with different viewing angles based on Bayesian theory. Bayesian approach uses the similarity of each person and is trained by determining the reliability of each identity of the two channels. A frontal view and a side view are chosen since they convey the most important information of human faces. Each input image is sent into its corresponding channel to obtain a 2D face recognition result. Within each channel, PCA and SVM are applied. Different form traditional PCA based approaches, SVM classifiers are used instead of minimum distance classifier to enhance the robustness. Our experimental results show that this two-view face recognition system has achieved a higher recognition rate compared with traditional 2D single-view face recognition systems.
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I. INTRODUCTION

Examples of face recognition include information security, access control, and human computer interaction. In the past, plenty of algorithms have been proposed to improve the recognition rate and its practicability in real-time applications. However, face recognition are still facing two major challenges, pose and illumination variations [1].

2D face recognition systems are extremely sensitive to pose variations for its strong dependency on full still input images. Thus, in recent years, many 3D based face recognition systems have been proposed. 3D face recognition methods include stereo reconstruction [2], SFS (shape from shading) [3], range-based reconstruction [4], etc. However, these methods usually involved with a large scale of computations or required some manual initializations.

Another new face recognition approach that was proposed is multi-channel face recognition systems. These systems are mostly based on 2D face analysis techniques and are built to enhance the robustness against posture or illumination variations. There are several approaches of multi-view multi-channel face recognition systems, including recognition from multiple still images [2] [5], multi-model face recognition [6] and multi-algorithm face recognition [7] [8]. The inputs of these algorithms may acquire a single image or multiple images. For those with single input images, a classifier is added before face recognition to determine which channel is the most suited face recognition for the current input. For those with multiple input images, a fusion mechanics is needed to combine the results from each channel. It is worth notice that face recognition systems with multiple input images greatly reduced the confusions of identities that occur in those with single input. That is, the errors occurred in single-input systems are mainly caused by identifying a known person as someone unknown. In many real-world applications, such as human computer interactions, misclassifications will cause a lot of troubles.

Motivated by the reasons above, this paper proposes a two-view face recognition system. Two still images with different viewing angles of the same identity are sent into different channels. Within each channel, a holistic 2D analysis on face images is performed. A combined method of PCA and SVM is applied in the system [8] [9]. To fuse the two channels, the decision mechanics, based on Bayesian theory, designed in [10] is adopted. In recent multi-view works in [2] [5], AdaBoost are applied to its selection mechanics. This approach considers the reliability of the channels which considers several features, such as wavelet features, face recognition matching distance features, consecutive time features. In each channel/view, a reliability function for a channel is generated by training the AdaBoost classifier with images from all identities. At the recognition stage, the selector directly outputs the result from the channel with the higher reliability. However, the recognition accuracy varies with identities and viewing angles. Therefore, in our adopted Bayesian approach, the decision mechanics is trained by considering the relations of reliability between two identities within each viewing angle. Parameters of the Bayesian fusion are the probability of each person being recognized as each of the possible identity. Miss identifications between certain people occurred in a channel might appear correct classification in the other channel. Through the Bayesian decision mechanics, these miss identifications will reduce sufficiently. In other words, the two channels are somehow acting as a compensator of each other by using Bayesian fusion.

This paper is organized as followed. Section 2 reviews the basic concepts of principal component analysis. Section 3 gives a brief introduction to SVM classification. Section 4 describes the proposed face recognition scheme and shows how the Bayesian based decision mechanics are designed and trained. Section 5 provides experimental results of the two-channel
systems and its comparison to traditional approaches. Finally, we give conclusions in Section 6.

II. PRINCIPAL COMPONENT ANALYSIS

In previous works, there have been several projection methods such as PCA (Principal Component Analysis or Eigenfaces) and LDA (Linear Discriminant Analysis or Fisherfaces) employed for face recognition. PCA can be used for dimensionality reduction in a data set. LDA is similar to PCA in looking for linear combinations of variables which best characterize the data. LDA will outperform PCA if a large database is adopted or higher dimensional subspaces are selected [11] [12]. In our proposed face recognition for digital home, the total number of people is reasonably limited in the database. In this case, PCA is preferred since less images of each person is needed and less dimensionality of the features is used for classification. Thus, we adopt PCA in our system and the concept of PCA will be described as follows. More details could be found in [13].

![Figure 1. Examples of eigenfaces.](image)

Given an N-dimensional vector representation of each face image, PCA finds a feature space whose basic vectors correspond to the directions of the largest variance among the training set in the original space. Let $W$ represents the linear transformation that projects the original N-dimensional space onto the k-dimension feature space where $k$ is usually much smaller than $N$. The new feature vectors $y_1 \in \mathbb{R}^k$ are determined by $y_1 = W^T x_i$, for $i = 1, ..., M$, where $M$ is the total number of training data. Let matrix $X$ represents the face images of the training set where $X = [x_1, x_2, x_3, ..., x_M]$ and $X$ is of dimension $N \times M$, where $N$ is the number of pixels in the face image. The matrix $X'$ is the difference between face images and the average face image $\bar{x}$:

$$
X' = [(x_1 - \bar{x}), (x_2 - \bar{x}), (x_3 - \bar{x}), ..., (x_M - \bar{x})],
$$

where

$$
\bar{x} = \frac{1}{M} \sum_{i=1}^{M} x_i.
$$

(1)

PCA seeks a set of $M - 1$ orthogonal vectors, $e_1$, which best describe the distribution of the data. The typical method of computing the principal components is to solve the eigen-problem of the covariance matrix $C = X'X'$, an $N \times N$ matrix. This will normally be a huge matrix, and a full computation of the eigenvectors is impractical. Alternatively, the eigenvectors can be computed by using an $M \times M$ eigenvector calculation since there are only $M - 1$ nonzero eigenvalues. The relation between the two methods can be determined easily [14].

The eigenvectors $e_i$ and eigenvalues $\lambda_i$ of $C$, where are related to the eigenvectors $\hat{e}_i$ and eigenvalues $\mu_i$ of the $M \times M$ matrix

$$
D = X'X'.
$$

(2)

By computing, the eigenvectors $e_i$ and eigenvalues $\lambda_i$ of $C$ can be determined by [15]

$$
e_i = (X'\hat{e}_j), \quad \lambda_i = \mu_i.
$$

(3)

With this analysis, the calculations are greatly reduced from the order $N$, the number of pixels, to the order, $M$, the number of the images in the training set.

Once the eigenvectors $e_i$ and eigenvalues $\lambda_i$ of $C$ are found, the face space $y_i$ could be defined. Since eigenvectors appear like faces, as shown in Fig 1, they are called eigenfaces. These eigenfaces are the basic directions of the face space $y_i$. In other words, the original face images could be reconstructed by using merely the linear combination of these eigenfaces. Every eigenface corresponds to an eigenvalue. A larger eigenvalue means the eigenvector captures a larger amount of variation among the training set. Thus, we could choose only the desired $k$ major eigenvectors to be the orthogonal vectors for the face space $y_1$. [11] The number of eigenvectors is typically chosen by

$$
\frac{\text{Sum of the } k \text{ major eigenvalues}}{\text{Sum of all eigenvalues}} = \frac{\sum_{i=1}^{k} \lambda_i}{\sum_{i=1}^{M} \lambda_i} > \theta,
$$

(4)

where $\theta$ represents the similarity of the actual face images and the reconstructed face images.

Using the $k$ eigenfaces, the linear transformation, $W = [w_1, w_2, w_3, ..., w_k]$, between the original and face space could be determined by simply projecting the face images onto each eigenface,

$$
w_i = e_i^T (x_i - \bar{x}), \text{ for } i = 1, ..., M.
$$

(5)

Each $w_i$ represents the weighting of the corresponding eigenface in the linear combination of the reconstructed face. Thus, the transformation matrix $W$ could be the features of each face images which reduces the dimension of each data from $N$ to $k$. Therefore, face images at the testing stage of face recognition could be transformed into the face space by using (6) and obtain a transformation matrix.

III. SUPPORT VECTOR MACHINES

In traditional PCA based approaches, recognitions are performed using minimum distance classification on the face space. These systems are very sensitive to illumination and pose variations due to a lack of statistical analysis. On the other hand, face recognition using SVM classification are said to be more reliable [16]. However, SVM based approaches usually lead to a larger amount of computations due to the huge data size of face images. Thus, feature extraction is necessary before applying SVM classification. By combining PCA and SVM, PCA acted as a feature extraction method that would greatly reduce the dimensionality of the face pattern for SVM classification. SVM provides a more reliable classification methods for PCA based approaches. Therefore, we adopt the combination of PCA and SVM in the face recognition system.

Support vector machines (SVMs) are a set of supervised learning techniques for data classification and regression [16] [17]. SVMs have been shown to give good generalized performance in various recognition related applications.
Typically, a classification task of SVM involved with training and testing set of data instances. Each instance in the training set contains a class label and a set of feature data. At the training stage, SVM is trained to determine a model for classification at testing stage where only the feature data are given. In the following, the basic concept of a binary SVM classification and its extensions to multiple-class classification implements will be introduced [18] [19].

A. Basic Concept (Binary Classification)

Let us consider the simplest case of SVM, the linear form. Consider a binary classification task with a training set of k examples by their feature-label pairs \((x_i, y_i)\), for \(i = 1, 2, ..., k\). \(x_i\) denotes the feature data and \(y_i\) represents the class label where \(y_i \in \{1, -1\}\). Suppose we have several hyperplanes, or decision boundaries, that separate a set of positive examples from the set of negative examples. A point \(x\) that lies on the decision boundary satisfies

\[
\mathbf{w}^T \mathbf{x} + b = 0,
\]

where \(\mathbf{w}\) denotes a vector orthogonal to the decision line and \(b/||\mathbf{w}||\) is the perpendicular distance between the line and the origin. Define

\[
x^+ = \mathbf{w}^T \mathbf{x} + b = +1
\]

as the positive plane containing the closest positive example and

\[
x^- = \mathbf{w}^T \mathbf{x} + b = -1
\]

as the negative plane with the nearest negative example. The distance between the positive and negative plane is called the margin \(m\) could be determined by

\[
m = |x^+ - x^-| = \frac{1}{||\mathbf{w}||} \cdot \frac{1}{||\mathbf{w}||} = \frac{2}{||\mathbf{w}||}.
\]

For the case of linearly separable data, support vector algorithm seeks the decision hyperplane that has the largest margin with all training data satisfying the constraint

\[
(\mathbf{w}^T \mathbf{x}_i + b) y_i \geq 1 \text{ for } i = 1, 2, ..., k.
\]

Thus, we are now working on an optimization problem such that

\[
\min_{\mathbf{w}, b} \frac{1}{2} \mathbf{w}^T \mathbf{w}
\]

which satisfies the constraint of (11) by noting that the magnitude of \(m\) merely scales \(\mathbf{w}\) and \(b\), and does not change the decision boundary.

However, not all training sets are linearly separable. While dealing with non-linearly separable problems, we allow an error \(\epsilon_i\) in classification for some examples. The error is defined as the distance between the example and the desired line (positive or negative line). Hence, besides maximizing the margin, we also want to minimize the total error. Accordingly, the optimization problem could be modified into a more general form as follows

\[
\min_{\mathbf{w}, b} \frac{1}{2} \mathbf{w}^T \mathbf{w} + C \sum_{i=1}^{k} \epsilon_i,
\]

subject to constraints

\[
(\mathbf{w}^T \mathbf{x}_i + b) y_i \geq 1 - \epsilon_i \text{ and } \epsilon_i \geq 0, \text{ for } i.
\]

In order to solve this optimization problem, the Lagrange multiplier methods are introduced. By Lagrange multiplier, every training example has a corresponding Lagrange multiplier \(\alpha\). Once we have all the Lagrange multipliers, the vector \(\mathbf{w}\) could be reconstructed as a weighted combination of the training examples by

\[
\mathbf{w} = \sum_{i=1}^{k} \alpha_i y_i \mathbf{x}_i
\]

and

\[
b = \mathbf{w}^T \mathbf{x}_i - y_i \text{ for some } 0 < \alpha_i < C.
\]

Note that for \(0 < \alpha_i < C\), the corresponded training examples of these \(\alpha_i\) are called support vectors (SV). However, training examples will be separated into the desired classes if \(\alpha_i\) equals to zero, and will not be in the right classes if \(\alpha_i\) is greater than \(C\). Now, for the testing stage, a new data containing only the feature data, could be labeled by computing the sum

\[
\mathbf{w}^T \mathbf{z} + b = \sum_{i \in SV} \alpha_i y_i (\mathbf{x}_i \cdot \mathbf{z}) + b,
\]

which will classify \(\mathbf{z}\) as the class +1 if the sum is positive and class −1 if the sum is negative.

For dealing with a more complex training data set, a non-linearity decision boundary is needed. Usually, a proper transformation to a higher dimensional feature space, where linear operation is equivalent to the non-linear operation in the input space, is desired. By transformation, the classifying task could be completed by applying the linear form of SVM.

B. Classification for Multiple Classes

In most recognition applications, multi-class classification tasks are required. We could combine several binary SVMs to accomplish a multi-class classification. There are two common strategies for solving a \(n\)-class classification problem [15] [20].

- By using the pair-wise strategy, \(n(n - 1)/2\) SVM classifiers are trained and each SVM separated a pair. This strategy requires a selecting mechanics to obtain final classification result. In the simplest case, majority voting method is adopted for the selecting mechanics. Other methods like the bottom-up tree structure and the top-down tree structure are also being proposed [21].

- By using the one-against-all strategy, \(n\) SVM classifiers are trained and each of the classifiers separates a class form the remaining in the training set. Notice in some cases, the one-against-all approach might result in ambiguous classification. Thus, we add a selection rule to avoid possible confusions [21].

In the purposed system, we adopted the one-against-all strategies because less SVM classifiers are needed. Selection rules are designed as follow. When face features are identified as two or more classes or are not identified as any of the trained classes, we considered the identities of these faces as someone outside the trained database.
IV. TWO-CHANNEL FACE RECOGNITION

![Flow chart of the proposed two-channel face recognition system.](image)

The flowchart of the proposed two-channel face recognition system is shown in Fig. 2. Two still images, frontal faces and side faces, are required. Frontal faces are chosen because frontal view is the most distinguishable part of human faces among people. Side faces, on the other hand, are chosen because side views contain the information of depth and contours of human faces.

When a new pair of input images is entered, each channel performs its own recognition. Results from the two channels are fused by a decision mechanics, Bayesian interference, for a final result. In fact, a training process of the decision mechanics is necessary. Within each channel, a holistic 2D analysis on face images is performed, which will be described in the following.

A. Face Recognition

Before the face recognition stage, Adaboost based face detection is applied to frontal face images. A frontal face is extracted and its size is normalized. For a side face image, background subtraction is performed to eliminate miss detection. Moreover, only lower part of the side faces are considered for face recognition.

The two input images are sent into their corresponding channels. A holistic 2D face analysis is performed within each channel. As mentioned in Section 2, PCA approaches are preferred in this case where the face database only contains limited amount of identities. Typically, minimum distance classifiers are employed for recognition in PCA approaches [14] [22]. This requires a large database and is very sensitive to illumination variations. In addition, misclassification often occurs when two identities look alike. Thus, SVM classifiers are applied instead of minimum distance classifiers in our system. For each face image, the components in the face space determined by PCA are defined as the features for the SVM classifiers. In other words, PCA are simply applied to reduce the dimension or to determine the features of each original face data and SVM are applied for classification.

For the SVM classification, the one-against-all strategy is preferred in the proposed system because less SVM classifiers are needed. A selection technique is designed to avoid an ambiguous result. For face features that are not identified as any classes or identified as more than one classes, they are considered as being someone outside the database.

B. Bayesian Fusion

There are many strategies to combine classification results. These strategies could be roughly divided into two categories, heuristics approaches and probability theory based approaches. Heuristics approaches include voting strategies, rank-based strategies and score-based strategies. [10] They are simple but less reliable. Thus, Bayesian theory based fusion proposed in [10] is adopted as the decision mechanics in our two-view face recognition system. Bayesian fusion considers individual recognition results of the two channels of each person, which makes it more reliable. In the following, we will state the algorithm and training process of Bayesian fusion.

Let $F_j$, $j = 1, 2, \ldots, N$, denote the event that an input face image of person $j$ has been shown to the channel with $N$ being the number of classes. Let $H_k$ denote the event that the result of the input image being identified as person $k$. The basic formula of Bayesian theorem is

$$P(F_j|H_k) = \frac{P(F_j|H_k)P(H_k)}{\sum_{i=1}^{N} P(F_i|H_k)P(H_k)} \tag{18}$$

Since the recognition processes of the two channels are independent, we could extend (18) to a more complex format. That is,

$$P(F_j|H_k^{1} \cap H_k^{2}) = \frac{P(F_j|H_k^{1} \cap F_k^{i})P(H_k^{i}|F_k^{i})P(H_k^{2}|F_k^{i})}{\sum_{i=1}^{N} P(F_i|H_k^{1} \cap F_k^{i})P(H_k^{i}|F_k^{i})P(H_k^{2}|F_k^{i})} \tag{19}$$

where $H_k^{i}$ denotes the recognized identity from channel $i$, $i = 1, 2$. Here, it is reasonable to assume that the prior probability $P(F_j)$ is the same for each person $j$. That is, we set $P(F_j) = \frac{1}{N}$ for every $j$.

To obtain $P(H_k^{i}|F_j)$ from each channel, a training process is required where training data must be large enough. For each channel a possibility set, $P(H_k^{i}|F_j)$, is determined by the possibility of each recognized identity $H_k^{i}$ being the recognition result from an input image with the ground truth $F_j$ in channel $i$. Once the possibility set is completed, we could calculate the joint decision, $P(F_j|H_k^{1} \cap H_k^{2})$, of each $F_j$. The $F_j$ with the highest joint probability is elected as the final result.

V. EXPERIMENTAL RESULTS

Our experiments consist of two parts. The first part focuses on the front view channel. We compare our single channel face recognition with traditional PCA approaches using distance measurements. In the second part, we demonstrate the performance of our proposed two-channel system where its performance is compared with the two individual channels.
due to the lack of large amount of images with side view faces in the existing face databases, we must build a new face database containing both images with side view faces and frontal view faces for verifying our proposed two-channel face recognition. To minimize the storage size, we save only the extracted face images in the database. For the frontal views, face detection and face extraction, described in Section 4, are presented before setting up the databases. Face detection in this experiment is done by using the adaboost based detection module in OpenCV. For the side view channel, face extraction are completed before saving images into the database. The resolution of all face images in the database are 100 x 100. Examples of the frontal views and the side views and are shown in Fig. 5. Notice that the database contains several images with different illumination conditions and facial expressions in order to be more practical in real-world applications. Examples of frontal views with these changes are showing Fig. 4.

There are two sets of database. In the first set, facial images are captured one view at a time using only one webcam as shown in Fig 3 (a) (b). Two webcams are used for the second set as shown in Fig 3 (c). For each set, we collected three groups of face data for our experiments. The first group is the database of the face recognition of both channels, which is used to train the combined PCA and SVM. It consists of 10 persons with 2 illumination conditions and minor variation on pose and facial expression of each person. The second group is collected for training the decision mechanics. It tests the individual performance of each channel. This group consists of several lighting conditions and a wider range of variations on pose and facial expression for each person. Each of the two groups contains 400 images, 20 front view images and 20 side view images per person. The third data group is for testing purpose and it contains the 10 persons with wider illumination variations and facial expression changes. This testing group contains 350 pairs of face images of which 300 pairs are from the 10 persons.

A. Single-Channel Face Recognition

In this experiment, we compare the performance of face recognition using a combination of PCA and SVM to that of the traditional PCA based approaches. We adopt two distance measure methods, weighted Manhattan distance and weighted SSE distance, from [22], to be incorporated with the traditional PCA based approaches. We use only the images with frontal views since most face recognition schemes are performed on this view. The first and second data set are used for the training stage and testing stage, respectively. We select 13 major eigenfaces in the feature space for face recognition.

Table I shows the recognition results of PCA with SVM, PCA with weighted Manhattan distance, and PCA with weighted SSE distance. In this experiment, we have shown that the combination of PCA and SVM has a higher recognition rate than PCA approaches with distance measurement. Thus, we combine PCA and SVM in our proposed two-view face recognition system.

B. Two-Channel Face Recognition

In this part, we further compare the performance of the proposed two-view face recognition to those of the two individual single-channel face recognition.

<table>
<thead>
<tr>
<th>Face Recognition Scheme</th>
<th>Frontal-view Channel</th>
<th>Side-view Channel</th>
<th>Two-view System</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPR Using the first data set</td>
<td>Eigenface: 13</td>
<td>Eigenface: 12</td>
<td>0.75 0.98</td>
</tr>
<tr>
<td>TPR Using the second data set</td>
<td>Eigenface: 11</td>
<td>Eigenface: 10</td>
<td>0.70 0.91</td>
</tr>
</tbody>
</table>

Table II. Comparisons of recognition rates between the proposed system and the two individual channels using two data sets

<table>
<thead>
<tr>
<th>Individual Results</th>
<th>Result of Bayesian Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontal Correct</td>
<td>0.622857</td>
</tr>
<tr>
<td>Frontal Wrong</td>
<td>0.217143</td>
</tr>
<tr>
<td>Side Correct</td>
<td>0.125714</td>
</tr>
<tr>
<td>Side Wrong</td>
<td>0.062857</td>
</tr>
</tbody>
</table>

Table III. Analysis of performance of the Bayesian fusion in the first data set (A total of 350 pairs of images for testing)
SVM. Only 10 pairs of each face identity are used. The second set is used to obtain the performance of the two channels individually and is also used for the training of the decision mechanics. Finally, we use the third data set to test the proposed system.

Table II shows the comparisons of the recognition rates of the proposed system, frontal view channel and side view channel. In this part, we reduce the number of eigenfaces of the frontal view channel to see how the system reacts. It is shown in Table II that reducing the number of eigenfaces does little effect on the performance of the proposed system, even though the recognition rate of the frontal view channel became much lower. Moreover, we reduced the processing time and memory requirement in the face recognition stage. Table III and Table IV show the performance of the Bayesian theory based decision mechanics. Please notice that it is less likely for both channels to obtain a false recognition result at the same time. The fusion somehow corrects the channel with misclassification result. Also, there are several cases where both channel obtain a false recognition result but Bayesian fusion corrects it. This happens a lot while using the second data set. One person in the second set is easily being confused with a particular identity in the frontal channel and with another identity in second channel. While both confused results occurred on this person, the probability based fusion by (19), corrected the identity. In this experiment, it appears that the two channels somehow acting as a compensator to each other. Thus, the Bayesian fusion of the two-channel based face recognition really improves the recognition accuracy.

VI. CONCLUSION

In this paper, we proposed a two-view face recognition system to improve the recognition rate without involving with 3D analysis. The system fuses two individual recognition results from two channels with two input images with different viewing angles from a person based on Bayesian theory. Within each channel, a combined PCA and SVM are applied for face recognition. Our experimental results showed that this two-view face recognition system has achieved a higher recognition rate compared to traditional 2D single-view systems.
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