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Abstract—When the customer churn prediction model is built, 
a large number of features bring heavy burdens to the model and 
even decrease the accuracy. This paper is aimed to review the 
feature selection, to compare the algorithms from different fields 
and to design a framework of feature selection for customer 
churn prediction. Based on the framework, the author 
experiment on the structured module with some telecom 
operator’s marketing data to verify the efficiency of the feature 
selection framework.  
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I. INTRODUCTION 

Before the customer churn prediction being modeled, it is 
vital to choose the features as the input of the model that the 
company can calculate the probability of churning and take 
some measures to retain customers. [1] [2] The features consist 
of demographic data and billing data, the number of which 
always reaches hundreds. However, some of the features are 
not highly related to the churn. Therefore, the large feature set 
will not only increase the complexity of the model, but also 
lead to the machine running slowly and even declining in 
accuracy. 

In terms of retaining the accuracy of churn prediction, the 
process of reducing the number of the features is called feature 
selection. Feature selection has been studied in different fields 
such as machine learning, pattern recognition and text 
categorization. It is reasonable to take those algorithms and 
methodologies as the foundation of feature selection in the 
customer churn prediction. Furthermore, the customers’ feature 
can be divided into structured data type and text type, both of 
which require specific algorithms to process. Hence, the paper 
designs a framework of feature selection, considering the 
context of customer churn prediction, and then conducts 
empirical research using some telecom operator’s marketing 
data. 

II. REVIEW OF FEATURE SELECTION

Feature selection has been researched in the areas of 
machine learning, pattern recognition and text categorization 
for a long time and has relatively mature algorithms. Based on 
the relevance of customer churn prediction and those fields, it 
is essential to study present works as the first step of finding a 
proper approach and framework for feature selection in 
customer churn prediction. 

A. Feature Selection in Machine Learning 
The purpose of feature selection is searching for the 

smallest variable set which satisfies some criterion [3]. Feature 
selection algorithm can be categorized into two groups, which 
are filter and wrapper models, based on their dependency on 
learning algorithms [4] [5] [6].  

Filter model exploits the criterion irrelevant to the learning 
algorithm to deal with data, which means to take feature 
selection as a part of the preprocessing procedure without 
regards to the affect of machine learning. Filter model is 
general and easily carried out, while the shortage of that is the 
probability of decreasing the learning precision and less 
objectivity of evaluation criterions. FOCUS, B&B and ABB 
are the familiar algorithms. 

Wrapper model utilizes the precision of a predetermined 
learning algorithm to evaluate the feature subset, which 
involves feature selection in the learning algorithm. Wrapper 
model has the advantage of ensuring the following machine 
learning with good performance, but at the expense of 
computations especially with the large feature set. The frequent 
algorithms include GA, LVW, SA and so on. 

B. Feature Selection in Text Categorization 
The primary problem in the text categorization is the high 

dimension of features. Since the traditional classification 
techniques can not deal with the characteristics of mass 
features, the dimensionality reduction techniques [7] were 
proposed. The dimensionality reduction techniques can be 

Proceedings of the 2009 IEEE International Conference on Systems, Man, and Cybernetics
San Antonio, TX, USA - October 2009

978-1-4244-2794-9/09/$25.00 ©2009 IEEE
3299



divided into two categories. One is feature selection, the other 
is feature reconstruction. Feature selection chooses the specific 
assessment function to score terms successively, sorts them 
ascending and select the tops of them. This method does not 
change the nature of the original terms space. Assessment 
functions such as document frequency, information gain and 
mutual information are commonly used Feature reconstruction 
transforms the original feature set into a new one with 
constructing an assessment function to project measuring space 
into the feature space and extract the highest scored features. 
The dominating methods contain term clustering and latent 
semantic index. 

C. Feature Selection in Pattern Recognition 
In the area of pattern recognition, two concepts of feature 

extraction and feature selection are proposed, both of which 
are finding the most representative features of the full set [8], 
but with different methods. Feature extraction maps high-
dimensional space to the low-dimensional space as a result of 
the secondary features. They are some combination, usually a 
linear combination of original features. Feature selection 
selects the most representative features to reduce the 
dimension of sample space. The research falls two parts. One 
focuses on quantitatively measuring how the features affect 
classification with methods such as the distance between 
categories within the category and the probability distribution. 
The other is aimed to find a better subset in the satisfactory 
time. Related algorithms include the optimal search algorithm, 
suboptimal search algorithm and so on. 

There are also new algorithms emerging in pattern 
recognition such as simulated annealing algorithm [9] and 
genetic algorithm. In practical applications, feature extraction 
and feature selection are not distinct from each other, but can 
be combined together to reduce dimensionality more than once. 

D. Feature Selection in Statistics 
Feature selection in statistics can be categorized into three 

dimensions. The first dimension is to retain all the information 
of variables, transform the original individual variables, and 
generate comprehensive indicators. In the statistics, massive 
variables are observed, analyzed and modeled. Simply reducing 
the variables easily loses massive information and even draws 
the wrong conclusion. Therefore, the individual variables are 
replaced by the comprehensive indicators by factor analysis, 
correspondence analysis and optimal scaling. The second one is 
to select features suited to the statistics model. For example, 
multivariate regression model sets up the test to examine the 
multicollinearity. This type of feature selection can ensure the 
accuracy and efficiency of the model. The third dimension is 
using the individual test to select features, which can not only 
calculate the correlation between each feature and the target 
variable such as PCA and also compute relevance between 
features as correlation coefficient. 

E. Development Trends of Feature Selection 
One of tendencies is the combination and improvement of 

various algorithms. For example, minimum solution tree [10], 
FBB [11] and BBPP [12] are all improved from Branch & 
Bound algorithm; floating search algorithm is the combination 
of SFS and SBS and the improvement of L-R algorithm. It is 

also popular in text categorization as the improved mutual 
information [13] and ROC algorithm [14]. 

Furthermore, some new techniques in the knowledge 
discovery are introduced to enrich the feature selection. Rough 
set [15] [16] and support vector machine [17] successfully 
selected features in recent studies. 

F. The Comparison and Contrast of Feature Selection 
Feature selections from four fields share similarities but 

they are applied to different scopes. It can be concluded in 
Table .

TABLE I. 

Fields Objectives  Advantage Disadvant
age 

Application 

Machin
e
Learnin
g

Structured 
Data 

Study frame 
relatively 
mature; 
Massive 
algorithms 

Hard to 
compare; 
Messy 
algorithms 

Data 
preprocess in 
data mining 

Text 
categor
ization 

Text Data Targeted The effect 
need 
improving 

Website 
Category 
Personalized 
Recommendat
ion 

Pattern 
Recogn
tion 

Image & 
Signal 

Good 
performance 
on handling 
high 
dimensionalit
y

Complex 
algorithms 

Image 
segmentation 
Signal 
processing 

Statisti
cs

Mainly 
structured 
data, also 
text data 

Simple 
Good 
performance 

Some 
algorithms 
are 
difficult to 
promote 

Remove 
multicollineari
ty in 
regression 
model 

First of all, feature selection in machine learning has a 
sophisticated research framework and is mainly used to 
eliminate redundant information in structured data. Feature 
selection in text categorization is based on the document and 
term frequency with the application in webpage classification. 
Pattern recognition applies the complex algorithms to the 
image segment and signal processing instead of ordinary data. 
Simply copying the algorithm will only make prediction model 
complex, so it is better to combine it with machine learning 
approaches. Feature selection in statistics primarily handles 
structured data but it is also introduced in text categorization as 
a supplement. 

III. FRAMEWORK DESIGN OF FEATURE SELECTION

A. The Status of Feature Selection and the Current Solutions 
Although the study of feature selection is involved in many 

fields and has developed many algorithms, three reasons lead 
the research to the bottleneck as follows. 

Firstly, each algorithm is only effective to a certain data 
type with less scalability. The efficiency and accuracy will 
decline significantly if it is applied to the unsuitable data type. 
Secondly, feature selection is an NP-hard problem which 
means there is not a best algorithm. For example, complete 
search algorithm could obtain the optimal solution at the 
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expense of much time; heuristic algorithm will risk losing the 
optimal results but consume fewer resources. Thus the 
combination of algorithms has become an urging issue. Lastly, 
different algorithms are relatively independent and separate, 
unable to conduct the comparison and selection. This situation 
offers the company low possibility of free choosing algorithms, 
leading to the less flexibility of the whole selection process. 

Having noted the existing problem of feature selection in 
the study, domestic and foreign experts put more emphasis on 
the integration of the algorithms in applications than the 
development and improvement of algorithms. Huan Liu and 
Lei Yu [18] proposed a unifying platform as an intermediate 
step to integrate existing feature selection algorithms both in 
classification and clustering, taking advantage of individual 
algorithms. Jia Shi, SHARDROM Johnson and Zhang Wu [19] 
proposed a feature selection library based on strategy-pattern 
(FSLS) to encapsulate many popular feature selection 
algorithms under unified interfaces, while different strategies of 
one algorithm could be exchanged conveniently. 

Drawing on the achievements of previous studies, this 
paper presents a feature selection framework for customer 
churn prediction model, combining a variety of feature 
selection algorithm to achieve the purpose of practical 
application. 

B. The Principle of Feature Selection Framework Design 
The principle of the framework is proposed as follows. 

• Different data dealt separately 

For different data types, use different feature selection 
algorithm targeted. 

• Easy operating and algorithms encapsulated 

After classifying algorithms in the library, connect and 
choose the appropriate algorithm in accordance with the needs. 
This operation can achieve transparence to the user without 
concerning how algorithms realize. 

• Divide into phases with clear borders 

As the principle from simple to complex, start with a simple 
algorithm to remove a collection of irrelevant features and then 
use more complicated algorithms to make further selections. 

• Dynamic management of algorithms library 

The algorithm library is not static, but updated according to 
the performance of algorithms, which performed badly would 
be deleted after a period of time. 

C. Framework of Feature Selection 
Based on the principle, the frame should be divided into 

two modules, that is structured module and text module, to 
separate different data types. In addition, as the principle from 
easy to difficult, each module is divided into two phrases to 
select features. 

• Structured Module 

The first phrase refers to the core idea of Filter model, 
evaluating features without considering learning algorithms. 
All algorithms conforming to the characteristics could enter the 

library, operating at either individual feature or feature subset. 
The second phrase uses the Wrapper model to evaluate features 
by learning accuracies. 

• Text Module 

The first phrase primarily scores terms by evaluating 
functions and selects the terms which exceed the threshold to 
the next phrase. Except the frequently used algorithms in the 
text categorization, the statistics approaches could be included 
in the library. In the second phrase, construct an assessment 
function to project original variables into the feature space and 
extract the highest scored features. 

The feature selection framework of customer churn 
prediction can be described as Figure 1. 

Figure 1.  Feature Selection Framework of Customer Churn Prediction)

The process of the feature selection is described as follows. 

Step 1: Input the original features of the customer churn 
prediction, judge these features whether belong to structured 
data or text data, and then select them to enter the 
corresponding module. 

Step2a: If some features belong to the structured module, 
start with the first-phrase feature selection. Select the feature 
subset or individual feature using the evaluating function, 
deleting features beyond the stopping criterion and obtain the 
feature subset in the first phrase. 
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Step 3a: The selected features after the first phrase are 
chosen by the wrapper model, trained by the commonly used 
learning algorithms. The indicator such as accuracy and recall 
is used as the evaluating criterion which determines features 
whether stay in the final feature set. The final features are the 
optimal solution through the framework. 

Step 2b: If some features enter the text module, the terms 
are scored by the feature assessment function, and saved ones 
whose scores are higher than the threshold. The feature 
selection process stops when it meets a stopping criterion. 

Step 3b: The relatively low-dimensional terms after the first 
phrase are entering the second stage of reconstructing, which 
re-project them to comprehensive new items. The final features 
are the optimal solution through the framework. 

IV. EXPERIMENT ON STRUCTURED MODULE

Referring to the feature selection framework, the author 
experiment on the structured module with some telecom 
operator’s marketing data. Combined literatures with present 
applications, the experiments were executed in the first phase 
with PCA and SFFS algorithm, and the second phase with 
LVW and GA algorithm. 

Through statistical sampling, 300 customers records are 
selected for experiments, with the proportion of 2 to 1 between 
exist and churned customers. 206 features include basic 
information, other information extracted from billings which 
consists of absolute, relative and volatility indicators. 

A. Algorithms on the First Phrase 
1) Principle Component Analysis(PCA) 

Principle component analysis simplifies the analysis of the 
complex relationship interrelated variables. In the research of 
customer churn prediction, PCA reduces the high-dimensional 
space to generate comprehensive features at a minimum loss of 
information. The process of PCA is shown as Figure 2. 

Figure 2. Principle Component Analysis Algorithm 

Setted the cumulative contribution rate to 98 percent as the 
threshold, 34 principal components are gained. Furthermore, 
the components which are complicated and non-correlated 
could be named separately as new meaningful variables. 

2) Sequential Forward Floating Searching  
Floating searching method which combined SFS and SBS 

algorithms was first proposed by P.Pudil., Novovieova and 
J.Kittle in 1994[20]. SFFS procedure is applied after each 
forward step a number of backward steps as long as the 
resulting subsets are better than the previously evaluated ones. 

SFFS must be provided for the number of forward selection 
and the significant function to determine the search direction. 
The algorithm is described as Figure 3. 

Figure 3. Sequential Forward  Floating Search Algorithm 

After the records being imported and processed, 50 features 
were selected from the original 206 features. 

B. Algorithms on the Second Phrase 
1) LVW Algorithm  

LVW was proposed by Huan Liu and Rudy Setiono [21]. 
The search direction and strategy are random so as to bring 
great uncertainty. If it repeats enough times, the optimal 
solution must be gained. The stopping criterion is the 
predefined loops. The LVW algorithm is displayed as Figure 4. 
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Figure 4.  Algorithm

After records being processed, 44 features were selected out 
of the original 50 features which were outputted from SFFS. 

2) Genetic Algorithm 
Different from traditional search algorithm, genetic 

algorithm implements genetic manipulation to achieve 
individual and group restructuring process by the iterative 
search method based on the fitness function, which were 
applied in many areas [22] [23]. The main operations of GA 
include selection, crossover and mutation. The GA is shown as 
Figure 5. 

Figure 5. Genetic Algorithm 

Through the genetic algorithm, 26 features were selected 
out 50 features which were outputted from SFFS. 

V. EXPERIMENT RESULT AND COMPARISON

Modeling the customer churn prediction with different 
feature subsets after feature selection, evaluate and compare the 
result of model as the further study of feature selection 
algorithms comparison. 

A. Model with Small Samples 
First of all, four feature subsets are entered the model at the 

size of 300, and compared with evaluating criterions which 
include root ASE and misclassification rate.  

TABLE II. 

Algorithm Validation Set: 
Root ASE  

Validation Set: 
Misclassification Rate 

PCA 0.289716 0.08889 

SFFS 0.372479 0.16667 

GA 0.350836 0.12222 

LVW 0.360833 0.14444 

As shown in Table , PCA performed best referring to the 
root ASE of validation sets with 0.289716 and the 
misclassification rate with 0.08889 among four algorithms, 
followed by GA whose root ASE of validation set was 
0.350836 and the misclassification rate of validation set with 
0.12222. LVW and SFFS ranked three and four respectively. 

B. Model with Small Samples 
Considered the speed of running programs, only 300 

samples were selected in feature selection. However, decision 
trees modeled with 300 samples could not represent the 
advantage of data mining and the result of evaluating would be 
inaccurate. Hence, expending the size of samples to 12556 as 
the input maybe bring out a new insight with evaluating 
criterions which include root ASE and misclassification rate.  

TABLE III. 

Algorithm Validation Set: 
Root ASE  

Validation Set: 
Misclassification 

SFFS 0.154079 0.03 

GA 0.148027 0.02734 

LVW 0.153092 0.02947 

As displayed in Table , GA performed best referring to 
the root ASE of validation set with 0.148027 and the 
misclassification rate of validation set with 0.02734 among 
four algorithms, followed by LVW whose root ASE of 
validation set was 0.153092 and the misclassification rate of 
validation set with 0.02734. SFFS ranked last. 

TABLE IV. 

Algorit
hm 

30% 
Response 
(Small) 

30% 
Response 
(Large) 

30%        
Lift Value 

(Small) 

30%        
Lift Value 

(Large) 
SFFS 69% 77% 2.21 2.59 
LVW 71% 78% 2.38 2.6 
GA 78% 79% 2.58 2.61 
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As described in Table , it is delighted to find all the 
indicators increasing after the scale of samples expanded. For 
example, the feature subset selected by SFFS algorithm 
performed better with the 30% response rapidly climbing from 
69% to 77% and the lift value ascending from 2.21 to 2.59. 

C. Experiment Summary 
Compared different feature subsets selected by four 

algorithms both in small and large samples, the accuracy of 
customer churn prediction model with the two-phrase selection 
performed better than just once, indicating two-phrase selection 
is necessary. Furthermore, with expansion of scales of samples, 
the effect of modeling after two-phrase selection was promoted 
rapidly, which showed practical significances. 

VI. CONCLUSION

In this paper, starting with the comparison of feature 
selection from four different fields, the authors proposed a 
framework to satisfy different data types and carried out 
experiments on structured module to validate the efficiency of 
the two-phrase feature selection. Future work could be 
researched on the text module and framework improvement. 
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