Evolving Plural Programs by Genetic Network Programming with Multi-Start Nodes
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Abstract—Automatic program generation is one of the applicable fields of evolutionary computation, and Genetic Programming (GP) is the typical method for this field. On the other hand, Genetic Network Programming (GNP) has been proposed as an extended algorithm of GP in terms of gene structures. GNP is a graph-based evolutionary algorithm and applied to automatic program generation in this paper. GNP has directed graph structures which have some features inherently such as re-usability of nodes and the fixed number of nodes. These features contribute to creating complicated programs with compact program structures. In this paper, the extended algorithm of GNP is proposed, which can create plural programs simultaneously in one individual by using multi-start nodes. In addition, GNP can evolve the programs in one individual considering the fitness and also its standard deviation in order to evolve the plural programs efficiently. In the simulations, Even-n-Parity problem and Mirror Symmetry problem are used for the performance evaluation, and the results show that the proposed method outperforms the original GNP.

Index Terms—Genetic Programming, program generation, parity problem, mirror symmetry problem

I. INTRODUCTION

Genetic Algorithm (GA) [1] and Genetic Programming (GP) [2] are the typical evolutionary computation and have been widely studied to solve complex problems. One of the research fields of evolutionary computation is automatic program generation such as generating boolean functions. GP and other learning techniques such as neural networks have been successfully applied to this field [2]–[5].

Genetic Network Programming (GNP) [6] has been proposed as one of the evolutionary computations and applied to many problems [7]–[9]. GNP has directed graph structures which have some inherent features such as re-usability of nodes and the fixed number of nodes. For example, the re-usability of nodes works as Automatically Defined Functions (ADFs) in GP. GNP has been applied to mainly dynamic problems such as multi-agent systems, stock trading models and elevator group supervisory control systems because the graph structure of GNP has an implicit memory function [6] and can effectively use the past action sequence for decision making. Some comparisons between GNP and other graph-based GP are also described in [6]. On the other hand, GNP was applied to static problems [10] by using explicit memory mechanism, where the expressions generated by processing nodes are stored in the memory. In this paper, to enhance the expression ability of the solutions of the original GNP and generate programs efficiently by making use of the inherently equipped features of the graph structures, multi-start nodes are introduced and plural programs are evolved simultaneously in one individual. Basically, GP creates one program (tree structure) by one individual, but GNP can create plural programs efficiently even if the number of nodes is small. In addition, GNP can evolve the programs considering the fitness and its standard deviation in the selection phase. Therefore, the aim of this paper is to make better use of each individual to find solutions with small number of generations, and create good programs with smaller number of individuals than standard GNP.

In the simulations, Even-n-Parity problem and Mirror Symmetry problem are used for the performance evaluation, and the results show that the proposed method can find the optimal solutions efficiently. This paper is organized as follows. In the next section, the proposed method is explained in detail. Section 3 describes the simulations and their results, and some conclusions are given in section 4.

II. GENETIC NETWORK PROGRAMMING WITH MULTI-START NODES

In this section, a basic structure of GNP with multi-start nodes and its memory structure are introduced, then how to construct programs and evolve them is explained in detail considering the fitness and its standard deviation.

A. Directed graph structure with memory and multi-start nodes

GNP with multi-start nodes has directed graph structures shown in Fig. 1. The graph structure consists of three kinds of nodes, i.e., start nodes, judgment nodes and processing nodes, and a memory. The start nodes indicate the first nodes to be executed after starting the program. In Fig. 1, there are three start nodes, so three node transitions are independently carried out, and as a result, three sets of programs/expressions are created by three node transitions. This is the most important point in this paper, because many expressions can be evolved by each individual with a quite compact program structure.
After the start node, the node transition is carried out according to the connections between nodes and branch selections. The role of a judgment node is to check the current situation and select a branch (connection) to the next node. In this paper, a judgment node selects the first branch when the node is visited for the first time, selects the second branch when the second time, and so on. After the last branch is selected, the first branch is selected next time. A processing node reads constants, variables or expressions from the memory, then implements an operation assigned to the node and puts the answer into the expression memory again. In this paper, a processing node has two connections to the memory to read data and write the answer, and one connection to the next node. Next, the memory structure is explained. The constant part has constant values such as 0 and 1, but this part is not used in this paper. The input variable part has input values. In the case of Even-3-Parity problem, 0 or 1 is stored in this paper. The input variable part has input values. In the case has constant values such as 0 and 1, but this part is not used in

After the start node, the node transition is carried out according to the connections between nodes and branch selections. The role of a judgment node is to check the current situation and select a branch (connection) to the next node. In this paper, a judgment node selects the first branch when the node is visited for the first time, selects the second branch when the second time, and so on. After the last branch is selected, the first branch is selected next time. A processing node reads constants, variables or expressions from the memory, then implements an operation assigned to the node and puts the answer into the expression memory again. In this paper, a processing node has two connections to the memory to read data and write the answer, and one connection to the next node.

Next, the memory structure is explained. The constant part has constant values such as 0 and 1, but this part is not used in this paper. The input variable part has input values. In the case of Even-3-Parity problem, 0 or 1 is stored in $x_0$, $x_1$ and $x_2$. The expression part saves the generated programs/expressions. In this paper, the node transition started from start node 0 saves the generated expressions in $(exp_{p0}, \ldots, exp_{pn-1})$, then all the expressions are regarded as the candidate solutions of the problem, and the fittest one is selected as a solution of the corresponding start node. When the node transition is started from start node 1, $exp_{p1}, \ldots, exp_{pn-1}$ are used to save the generated expressions. Therefore, if the number of start nodes is set at three, three solutions are generated by one individual.

### B. Relation between the graph structure and the gene structure

A graph structure and the connections to the memory is represented by the gene structure. The general expression of the gene structure is shown in Fig. 1 and an example of the graph structure with its gene structure is shown in Fig. 2.

In Fig. 1, $K_i$ shows the node type (0: start node, 1: judgment node, 2: processing node). $ID_i$ shows the ID number of the node function, and the contents of the functions used in this paper are shown in Table I. For example, $K_i = 2$ and $ID_i = 0$ shows the processing node having AND operator. $C_i = 1$ shows the next node number connected from node $i$. In the case of judgment nodes, $k = 2$ (plural connections), and in the case of start nodes and processing nodes, $k = 1$ (single connection). $R_{i1}, \ldots, R_{ip}$ show the address of the memory which node $i$ reads. If $p = 2$, a processing node reads two values/expressions in the memory, $W_{i1}, \ldots, W_{iq}$ show the address of the memory in which node $i$ puts the generated expression. If $q = 1$, a processing node puts one generated expression into the memory whose address is $W_{i1}$.

#### C. Program generation by the node transition

The program generation by GNP with multi-start nodes is explained in this subsection. The proposed method has plural start nodes, so the node transition is carried out three times independently from each start node. Here, suppose the node transition is started from start node 0. In Fig. 2, the next node is node 1 (judgment node) which is visited for the first time, so the first branch is selected and the next node number becomes $C_{11}(= 3)$. Node 3 is a processing node, its function is NAND, the addresses of the data node $3$ reads are $4$ and $6$, and the address of the memory into which the node puts the generated expression is $8$. Therefore, node 3 reads variables $x_1$ and $exp_{p0}$, and puts the generated expression $(x_1 \ NAND \ exp_{p0})$ into $exp_{p2}$. In addition, the next node number becomes $C_{31}(= 4)$ because the current node number is 3 and processing nodes have only one branch. GNP repeats the above process.
until the predefined number of nodes are executed. Finally, GNP can create \( n (= 3) \) expressions \( \{exp_{00}, exp_{01}, exp_{02}\} \) by one start node and the fittest one is selected. In this example, three expressions are created by three start nodes, and the fittest one among them becomes the solution of the individual. Note that although only two judgment nodes and two processing nodes are used in this example and the structure is quite simple, various kinds of expressions can be created if the number of nodes becomes larger in the actual use. In addition, Fig. 3 shows the concept of a function localized structure, where a certain part of the graph structure is used by the node transition from start node 0, another part is used by that from start node 1, and the other part is used by that from start node 2. Moreover, some parts are shared by the transitions from some start nodes. Therefore, the function localized networks could be created by making good use of the features of the graph structure.

D. Fitness considering standard deviation

First, how the best expression is selected from each individual is summarized.

1) In each individual, \( n \) expressions are created by the node transition started from each start node.
2) The fittest expression\(^1\) among these \( n \) expressions is selected.
3) If the number of start nodes is \( s \), we can obtain \( s \) expressions with the fitness of \( f_1, f_2, \ldots, f_s \), respectively.
4) Finally, the fittest expression among \( s \) expressions is selected as a solution of the individual.

Next, consider the following extended fitness functions which are used to select individuals for the crossover and the mutation.

\[
\text{fitness}_{\text{ind}} = \min \{f_1, f_2, \ldots, f_s\} \quad (1)
\]
\[
\text{fitness}_{\text{ind}} = \min \{f_1, f_2, \ldots, f_s\} + \alpha \sigma_{\text{ind}} \quad (2)
\]
\[
\text{fitness}_{\text{ind}} = \min \{f_1, f_2, \ldots, f_s\} - \alpha \sigma_{\text{ind}} \quad (3)
\]

Eq. (1) is the basic fitness function which shows that the fitness of the best expression in each individual becomes the fitness of the individual. However, in the evolution phase described in the next subsection, not only Eq. (1), but also Eq. (2) is used to select parents. Eq. (2) considers the standard deviation \( \sigma \) of the fitness of all the expressions \( f_1, f_2, \ldots, f_s \) in an individual. \( \alpha \) is a coefficient which determines the weight of \( \sigma \). If \( \sigma \) is smaller, the fitness is better, which means that an intensified search is more important. On the other hand, Eq. (3) focuses on a diversified search because the large fitness variation is regarded as important. In this paper, the combination of Eq. (1) and (2) is used because the simulation results show that the intensified search, i.e., small \( \sigma \), is more important than the diversified search, i.e., large \( \sigma \). The comparison of the performance between the case of using Eq. (2) and (3) is shown in the simulation section.

E. Evolution

This subsection describes the procedures of crossover and mutation.

1) Crossover: The crossover is carried out as follows.
   i) select two individuals as parents using tournament selection\(^2\) twice.
   ii) each node number is selected as a crossover node number with the crossover rate \( P_c \).
   iii) exchange all the genes of the nodes with the crossover node number between two parents.
2) Mutation: The mutation is carried out as follows.
   i) select one individual as a parent using tournament selection once.
   ii) select each connection \( (C_{i1}, \ldots, C_{ik}, R_{i1}, \ldots, R_{im}, W_{i1}, \ldots, W_{in}) \) of the parent with the mutation rate \( P_m \).
   iii) the selected connections are randomly changed/re-connected to another node or data in the memory.

In the crossover and the mutation procedures, note that 80% of the individuals are selected based on Eq. (1), and the remaining 20% are based on Eq. (2), in order to consider the balance between the individuals including at least one excellent expression and those including many relatively good expressions.

III. SIMULATION

In this section, the performance of the proposed method is evaluated comparing with the standard GNP with single start node (SGNP), where two benchmark problems are used; one is Even-n-Parity problem and the other is Mirror Symmetry problem. Even-n-Parity function is a boolean function which returns 1 when the number of 1 in the \( n \) input values is odd, otherwise 0. Mirror Symmetry function returns 1 when the input pattern is symmetric, e.g., 101, 1001, ..., otherwise 0.

A. Simulation conditions

Table II shows the parameters used in the simulations. In this paper, the number of individuals produced by crossover and mutation is fixed. In Even-3-Parity problem, for example,

---

\(^1\)The fitness in this paper is the error; thus the smaller, the better.

\(^2\)The reason why tournament selection is used is that the selection pressure is easily determined by the tournament size and the calculation cost is relatively small.
TABLE II
SIMULATION CONDITIONS

<table>
<thead>
<tr>
<th></th>
<th>Even-3-Parity, Mirror-Symmetry</th>
<th>Even-4-Parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>population size</td>
<td>301 (crossover: 120, mutation: 180, elite: 1)</td>
<td>601 (crossover: 240, mutation: 360, elite: 1)</td>
</tr>
<tr>
<td>crossover rate ( P_c )</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>mutation rate ( P_m )</td>
<td>0.02</td>
<td>0.1</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>tournament size</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>the number of expressions ( n )</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>maximum expression length</td>
<td>200 bytes (even-3-parity)</td>
<td>500 bytes (even-4-parity, mirror symmetry)</td>
</tr>
<tr>
<td>the number of nodes</td>
<td>105 (15 nodes per each kind of function/ID)</td>
<td></td>
</tr>
<tr>
<td>the number of steps</td>
<td>50</td>
<td></td>
</tr>
</tbody>
</table>

the number of individuals (population size) is 301 including 120 individuals produced by crossover, 180 individuals produced by mutation and one elite individual. The crossover and the mutation are separately carried out in order to avoid too much changes of the genes and to determine the crossover rate and the mutation rate independently through the simulations.

The maximum expression length means that each expression consists of no more than 200 bytes or 500 bytes data, where each input variable and each operator use one byte. The total number of nodes is 105 because the number of functions is seven (three judgment functions and four processing functions) and the number of nodes of each function is 15. The number of steps means that the node transition is repeated 50 times after the start node, i.e., GNP uses 50 nodes to create expressions.

Finally, how to initialize the population is explained. In each individual, 15 nodes per each kind of function/ID are prepared, thus the total number of nodes is 105 (= 7 \times 15). The connections between nodes are randomly determined, those for reading memory are connected to randomly selected input variable or expression, and those for writing expressions are connected to randomly selected expression memory.

B. Simulation results

1) Even-3-Parity problem: Fig. 4 shows the fitness curves\(^3\) of GNP with multi-start nodes (four start nodes) and SGNP averaged over 100 independent simulations, where the fitness of the proposed method decreases faster than SGNP. Table III shows the results of the t-test on the fitness obtained at the last generation. From the table, it can be seen that there is a significant difference between the proposed method and SGNP. Fig. 5 shows the success ratio, i.e., the ratio of obtaining the optimal solutions, at each generation, and the proposed method obtains the optimal solutions in 99% of the simulations. SGNP obtains the optimal solutions in 92% of the simulations, therefore the proposed method searches for solutions faster and accurately.

2) Even-4-Parity problem: Fig. 6 shows the fitness curves of GNP with multi-start nodes (five start nodes) and SGNP. The tendency is the same as the case of Even-3-Parity problem, where the fitness decreases faster than standard GNP, and Table III shows that there is a significant difference between the proposed method and SGNP. Fig. 7 shows the success ratio, where the proposed method can obtain the optimal solutions in 68% of the independent simulations, while the standard GNP can obtain them in 45% of the simulations.

Next, the effects of the fitness function considering standard deviation are examined. We compare the proposed method using the fitness functions of Eq. (1) and (2) with that using Eq. (1) only and that using Eq. (1) and (3). Fig. 8 shows the fitness curves and Fig. 9 shows the success ratio under the above conditions. From the figures, the combination of Eq. (1) and (2) shows the best results among the three. The GNP based on Eq. (1) shows the better result than that based on Eq.

\(^3\)Note that y-axis (fitness) in the figure shows the error of the best program at each generation. That is, the standard deviation is not considered. The standard deviation is considered in the selection phase only.
(1) and (3), therefore, it can be said that the intensified search is more important than the diversified search in this problem, and the combination of multi-start nodes and the new fitness function contributes to the better performance than standard GNP.

Fig. 6 shows the fitness curves in Even-4-Parity problem. Fig. 7 shows the ratio of obtaining the optimal solutions in Even-4-Parity problem. From the figures, it is shown that some nodes used in the node transitions are different depending on the start nodes although a number of nodes are shared by both node transitions. As the generation goes on, the useful nodes for constructing boolean functions are shared by several node transitions. However, each transition still keeps variation to search for better solutions by using different kinds of nodes. In addition, each node transition uses specific nodes repeatedly like sub-routine.

3) Mirror Symmetry problem: In this subsection, another benchmark problem, Mirror Symmetry problem, is used to confirm the performance of the proposed method. In this problem, the number of input variables is set at four. Fig. 12 shows the fitness curves of GNP with multi-start nodes (five start nodes) and SGNP, and Fig. 13 shows the success ratio. From the results, it can be seen that the proposed method also shows better results than SGNP, where the proposed method can obtain the optimal solutions in 45% of the independent simulations, while the standard GNP can obtain them in 21% of the simulations. In addition, Table III shows that there is a significant difference between the proposed method and SGNP in terms of the fitness.

IV. CONCLUSIONS

In this paper, GNP with multi-start nodes is proposed and its search ability for solutions are evaluated. The multi-start nodes contribute to creating many expressions even if the number of nodes is small (in this paper, 105 nodes), because the graph
structure inherently has an ability to reuse nodes, and each start node implements its own node transition and creates the programs. In addition, the standard deviation of the fitness values is considered to evolve programs efficiently.

From the simulation results using Even-n-Parity problem and Mirror Symmetry problem, it is clarified that the proposed method shows higher fitness and success ratio comparing to standard GNP with single start node.

In the future, the proposed method is enhanced and applied to complicated function approximation, time series prediction, and finally a stock market analysis as an application.
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