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Abstract—Biogeography-based optimization (BBO) is a novel 
evolutionary algorithm that is based on the mathematics of 
biogeography. Biogeography is the study of the geographical 
distribution of biological organisms. In the BBO model, problem 
solutions are represented as islands, and the sharing of features 
between solutions is represented as immigration and emigration 
between the islands. This paper presents an application of the 
BBO algorithm to the power flow problem for an IEEE 30-bus 
Test Case system. The BBO solution is compared with the 
solution of the same problem using a genetic algorithm (GA). The 
results of Monte Carlo simulations indicate that the BBO 
algorithm consistently performs better than the GA in 
determining an optimal solution to the power flow problem. 

Keywords—Biogeography-Based Optimization, Power Flow 
Problem,  Genetic Algorithms, Evolutionary Algorithms, Power 
Systems.

I. INTRODUCTION

Classical algorithms for solving optimization problems rely 
strongly on initial values and convexity for their success in 
determining global optima. The algorithms frequently get 
trapped in local optima or diverge. Modern heuristic techniques 
such as genetic algorithms (GA) and, more generally, 
evolutionary algorithms, have proven to be effective in solving 
such problems [1]. These techniques are based on the science 
and mathematics of biological genetics which seeks to 
understand and model the way populations in nature such as 
insects, animals, and humans "solve" evolutionary problems. 

 The science of biogeography can be traced to the 19th 
century work of Alfred Wallace [2] and Charles Darwin [3]. 
Eugene Munroe was the first to introduce mathematical models 
of biogeography in 1948 [4], and Robert MacArthur and 
Edward Wilson were the first to extensively develop and 
publicize them in the 1960s [5]. Biogeography-based 
optimization [6] is founded on the observation that the 
migration of species among a group of neighboring islands, 
combined with mutation of the individual species, will tend 
over many generations to produce islands that attract and keep 
large numbers of species through immigration. Other islands 
will lose species through extinction or emigration and will 
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sometimes become desolate. The BBO algorithm seeks to 
model this behavior in a way that causes an "optimal" island to 
emerge from the original population of islands.  

An optimization problem that is of primary importance for 
power utilities is the optimal power flow (OPF) problem which 
was introduced in 1962 by the French engineer Jules Carpentier 
[7]. A power utility may own power generating plants fueled 
by coal, natural gas, and nuclear material, as well as 
hydroelectric plants. The cost of operation and the amount of 
emissions per kilowatt-hour of these plants will vary depending 
on the type of plant. Also, the demand for power will vary 
depending on the location of the plant, the time of day, and the 
season of the year. It is important to adjust the power output 
levels among the various generating plants in the system at any 
given time so as to minimize the operating costs and 
simultaneously meet three major constraints. First, the Law of 
Conservation of Energy requires that the power generated by 
the plants must equal the power absorbed by the loads plus the 
power losses that occur in the transmission system. Second, 
both the active and reactive power levels and the voltage levels 
at each bus in the system must be maintained within specified 
limits for efficiency, the protection of equipment, and the safety 
of the public and electrical workers. And third, the maximum 
amount of emissions that a plant is allowed to produce is 
regulated by law in most countries.  

The mathematical model of a large power system network 
is nonlinear and nonconvex. The classical approach to solving 
such problems has been the gradient method using Lagrange 
multipliers. The solution of the optimization problem requires 
solving very large systems of nonlinear equations. It is not 
unusual to have 5,000 buses in a large power system with 
10,000 unknown variables that must be constrained by as many 
equations. In addition there can be 10,000 inequality 
constraints on these variables. Inverting the large matrices and 
solving the large matrix equations is a very formidable task. 
The matrices are extremely sparse, and special numerical 
techniques must be employed to ensure accuracy and stability. 
The inequality constraints contribute an additional layer of 
difficulty to the problem [8]. Evolutionary algorithms avoid all 
of the above mathematical difficulties, and consequently they 
are being employed increasingly in the solution of large, 
intractable power system problems. The OPF research literature 
contains numerous adaptations of genetic algorithms [9], as 
well as more recent techniques such as evolutionary 
programming [10], particle swarm algorithms [11], and ant 
colony searches [12]. 

The OPF problem is usually solved in two stages. First, 
numerical techniques such as the Newton-Raphson method are 
used to solve the so-called power flow problem (not the same 
as the OPF problem). This part of the solution guarantees that 
the equality constraints arising from the conservation of energy 
principle mentioned above are satisfied. Then the solution to 
this power flow problem is used as the starting point (initial 
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guess) for the various numerical techniques used to solve the 
OPF problem. In this preliminary study, the GA and the BBO 
algorithms were restricted to the power flow problem. In 
addition to demonstrating a new way of solving the power flow 
problem, we compare the performance of the GA to the new 
BBO algorithm in a practical power systems application and 
show the superior performance of the latter via Monte Carlo 
simulations.  

The remainder of the paper is organized as follows. Section 
II describes the BBO algorithm and lists the pseudocode 
required for its implementation. Section III explains the 
formulation of the power flow problem and the application of 
both algorithms to the problem. In Section IV, the results of the 
MATLAB® simulations are given and the performance of the 
algorithms is compared. Some concluding remarks and topics 
for future investigations are given in Section V. 

II. THE BIOGEOGRAPHY-BASED OPTIMIZATION 
ALGORITHM

In a group of neighboring islands, species of plants and 
animals will migrate over time between the islands by various 
means, being carried along by driftwood, fish, birds, and the 
wind. Over evolutionary periods of time, some islands may 
tend to accumulate more species than others because they 
posses certain environmental features that are more suitable to 
sustaining those species than islands with fewer species. This 
ability to sustain larger numbers of species can be associated 
with a fitness measure that we can quantify by assigning an 
island suitability index (ISI) to each island. The value of the ISI
depends on many features of the island. If a value is assigned to 
each feature, then the ISI is a function of these values. Each of 
these values is represented by a suitability index variable (SIV). 
These mappings are summarized as follows: 

1 1Island feature , , feature , ,n nSIV SIV ISI

An island with a large number of species (a large ISI ) has 
an abundance of species which can emigrate to other islands, so 
its rate of emigration, denoted by ,  is correspondingly large. 
The island is also less likely to be able to sustain further 
immigration of species because of the growing demand on its 
finite environmental resources, so its immigration rate, denoted 
by ,  is small. For many applications it suffices to assume a 
linear relationship between an island's ISI and its immigration 
and emigration rates and that these rates are the same for all 
islands under consideration (the population). These 
relationships are depicted in Figure 1. 
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Figure 1: Island Migration Rates vs. ISI 

In order to apply the BBO concept to an optimization 
problem, the n-tuple 1, , nSIV SIV associated with the 
features of an island is viewed as a possible solution to the 
optimization problem. In other words, the set of all such n-
tuples is the search space from which an optimal solution will 
be determined. The value of the ISI for a particular island is 
viewed as the value of the objective function associated with 
that solution. The goal of the BBO algorithm, then, is to 
determine the solutions which maximize the ISI over the entire 
search space. 

We can use the migration rates of each solution to 
probabilistically share features between islands. For each SIV
(feature) in each island (solution), we probabilistically decide 
whether or not to immigrate. If immigration is selected for a 
given SIV, then the emigrating island is selected 
probabilistically using roulette wheel selection [9] normalized 
by .  After the migration operation, a mutation operation is 
probabilistically applied to the island to increase diversity in 
the population. This gives the algorithm shown in Figure 2 as a 
conceptual description of one generation using this approach. 
We use the notation  to denote the s-th feature of the k-th
island in a population y of islands. Migration and mutation of 
the entire population take place before any of the solutions are 
replaced in the population, which requires the use of the 
temporary population z.
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Figure 2: One Generation of the BBO Algorithm 

III. THE POWER FLOW PROBLEM 

Power systems are comprised of generators, transformers, 
transmission lines, and electrical loads connected at circuit 
nodes called buses. A simplified three-bus system is depicted in 
Figure 3. The system is assumed to be a balanced three-phase 
system in sinusoidal steady-state operation. The power flow 
problem is defined to be the calculation of the voltage 
magnitude and phase angle at each bus in the system [13]. 
From these voltages and angles, combined with the known 
transmission line admittances, the active and reactive power 
flowing into the network from each bus can be calculated. 

 The description of the power flow problem requires the 
introduction of the following terminology and notation. Four 
electrical quantities are associated with each bus. At Bus i,
is the magnitude of the bus voltage, 

iV

i  is the voltage phase 
angle, and  and  are the net active and reactive powers iP iQ

1030



entering the network from the bus, respectively. For the 
standard IEEE 30-bus system used in our simulations [16], the 
voltage magnitude and the phase angle vectors are denoted by 

1 2 30 1 2 30, , , , , , ,V V V V

in( )

os( )

ik

ik

 (1) 

The explicit dependence of the active and reactive powers 
on the voltages, angles, and admittances in the system is given 
by the power flow equations

 (2) 1

1

, cos( ) s

, sin( ) c

b

b

N

i i j ik ik ik
k
N

i i j ik ik ik
k

P V V V G B

Q V V V G B

where i) for  is the negative of the admittance 
connected between Bus i and Bus j; ii) for 

,i k ik ikG jB
,i k ii iiG jB  is 

the sum of all admittances connected to Bus i; and iii) bN  is 
the number of buses in the system. At each bus there are four 
unknown quantities: ,iV i , ,iP

N
 and  The system of 

nonlinear equations in (2) has 4 b  unknowns and only 2
equations, and therefore it is underdetermined. 

.iQ
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Figure 3: A 3-Bus Power System 

The general practice in the analysis and design of power 
systems is to specify two of the four unknown quantities at 
each bus so that the system in (2) can be solved. Depending on 
which quantities are specified, the buses are divided into three 
categories: slack buses, PQ buses, and PV buses. These 
categories are described next. 

For the sake of the mathematical notation involved, it is 
assumed that every bus in the system has both a generator and a 
load connected to it. Under this assumption, four additional 
quantities are defined for Bus i: the active and reactive powers 
supplied by the generator, and  and the active and 
reactive powers absorbed by the load, 

GiP ,GiQ

DiP  and .DiQ  If a 
particular bus does not have a generator or a load, then we set 
the corresponding quantities to zero. Using this notation, the 
power balance equations are defined at Bus i as 

 (3) i Gi Di

i Gi D

P P P
Q Q Q

That is, the power injected into the network at Bus i is equal to 
the power supplied by the generator minus the power absorbed 
by the load. 

Every power system has a reference bus called a slack bus.
The slack bus has a generator connected to it and is usually 
denoted as Bus 1. The voltage magnitude  and angle 1V 1  are 
specified with 1 0  being specified as the reference angle for 
all voltages and currents in the system. The active and reactive 
powers of the generator, and are not specified, so 
and  are not specified but are left as “free” variables in order 
to guarantee that the system of equations in (2) has a solution. 

1GP 1,GQ 1P

1Q

At every bus in the system to which a load is connected, the 
powers, DiP  and ,DiQ  absorbed by the load are specified in the 
design requirements. Some of the buses will have a generator 
connected to them, and the active power  supplied by the 
generator is specified except for the generator at the slack bus. 
And some of these generators may also have the reactive power 

 specified by design because of the type of power plant or 
other conditions requiring both the active and reactive powers 
to be maintained at a certain level. So in these cases, both 
and  are specified. Buses for which all four powers, 

 and 

GiP

GiQ

GiP Q

GiP

GiQ

Gi, , DiP , ,DiQ  are specified are called PQ buses. 

At the remaining buses to which a generator is connected, 
only the active power of the generator  is specified; the 
reactive power  is left unspecified. The voltage at these 
buses is controlled to specified values by adjusting the 
generator’s output. These are called PV buses. 

GiP

GiQ

 We can combine the generator and load power 
specifications into a single quantity called the specified power
at Bus i. It is defined as the power generated at the bus minus 
the load connected to the bus: 

 (4) 
sp

sp
i Gi Di

i Gi

P P P
Q Q QDi

The first equation in (4) is well defined for all buses except the 
slack bus, namely all PQ and PV buses. The second is well 
defined for all buses for which  is specified, namely the PQ
buses.

GiQ

In order to solve the power flow equations in (2) iteratively, 
an initial value for the voltage-angle vector ( , )V  is generated 
to start the algorithm. The values of iP  and i  can then be 
calculated for all buses in the system using (2). These quantities 
represent the net estimated power entering the network from 
Bus i and are denoted by  and  The power mismatch
is then defined as  

Q

est
iP .est

iQ

est sp

est sp

i i i i Gi Di

i i i i Gi Di

P P P P P P

Q Q Q Q Q Q
 (5) 

Mismatches are nonzero when the power estimated from a 
given voltage-angle vector ( , )V differs from the specified i
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power at the bus. The goal of the power flow problem is to 
find a vector ( , )V  such that the power balance equation at 
each bus is satisfied: 

, 0

, 0
i

i

P V

Q V
 (6) 

For PV buses,  is not specified, and for slack buses, 
neither  nor  are specified. In these cases, a mismatch 
for the corresponding quantity is not defined, and there is no 
requirement that the power balance equations associated with 
these buses be satisfied when solving the power flow problem 
[15]. 

GiQ

GiQGiP

Since the voltage magnitude is specified at PV buses, the 
given voltage magnitude vector V can be used to define the 
voltage mismatch [14] as 

sp
i i iV V V  (7) 

where  is the i-th component of the vector V in (1). As in (6), 
a voltage balance equation can be then defined: 

iV

 (8) 0iV

Note that  is not estimated from the power flow equations 
(2) as we est

iP  an ,est
i  but is obtained from the estimate for 

V in the algorithm when solving the power flow problem

iV
re d Q

. 

Typically numerical methods such as the Newton-Raphson 
method are used to solve the nonlinear system in (2) 
[8][13][15]. As mentioned above, an initial guess for the 
voltage-angle vector ( , )V  is required to start the algorithm. 
This initial solution vector is used in (5) and (7) to generate a 
mismatch or estimation error. In numerical approaches, a 
gradient method is then applied to the mismatch to generate a 
new estimate for ( ,V ),  and the process is iterated.  

In GA or BBO algorithms, an initial population of 
individuals (chromosomes for the GA and islands for the BBO) 
is generated by assigning a random vector ( , )V  to every 
individual in the population. The components of the vector are 
real-valued voltages and phase angles constrained to be within 
some prescribed limits based on considerations from the power 
system specifications. The components of these vectors 
comprise the genes in the GA and the features (SIVs) in the 
BBO algorithm. The mismatches can then be calculated for 
each individual and a cost assigned from a weighted sum of the 
squares of the mismatches: 

2 2, i Q i V i
PQ i PQ i PV

c V P Q V 2

i PV
 (9) 

Here PV and PQ are index sets for the PV and PQ buses, 
respectively. This cost is used as the objective function in both 
the GA and the BBO algorithms. The goal of each algorithm is 
to find a global minimum for the cost ( , )c V  in as few 
generations as possible. For the power flow problem, the global 
minimum is known to be zero from (6) and (8).  

The GA and BBO algorithms require a fitness function for 
roulette wheel calculations. Since the theoretical minimum of 

( , )c V  is zero, the fitness function was chosen to be  

100,
, 0.00

f V
c V 5

 (10) 

to avoid extremely large fitness values or divide-by-zero errors.  

IV. SIMULATION RESULTS

The GA and BBO algorithms were applied to the power 
flow problem using the MATLAB® programming environment. 
The standard IEEE 30-bus system, based on the data from a 
real power system in Virginia in the 1960s, was used as a test 
case for the study. A diagram and the electrical specifications 
of the system are available at the Power Systems Test Case 
Archives website maintained by the University of Washington 
[16]. The data file containing the electrical specifications is 
formatted in the IEEE Common Format for the exchange of 
solved load flow data [17]. 

The GA population size was chosen as 100. Each 
chromosome in the population has 60 genes made up of the 30 
voltage magnitudes and 30 voltage phase angles in the vector 

1 2 30 1 2 30, , , , , , ,X V V V  (11) 

The slack bus voltage  was fixed at 1 p.u. (per unit, a 
normalized unit of voltage measurement) and its angle 

1V

1  was 
fixed at zero degrees. The weights assigned to the cost function 
were 1Q  and 1V 00.

For the reproduction operation, a one-point crossover 
scheme was used. Each pair of parent chromosomes can 
potentially generate two offspring depending on the crossover 
probability. Fifty parents were randomly chosen by roulette 
wheel selection based on the fitness expression in (10). 
Crossover was set to occur with a probability of 0.70 at a 
randomly determined crossover point in the chromosome.  

After the crossover step, a non-uniform mutation operation 
is applied to each chromosome in the population. The 
probability of selecting a given chromosome for mutation is 
0.05. If a chromosome is chosen for mutation, then one of its 
genes, say ,g X  in (11) is changed to a new value g
according to the formula  

2

' ' ' '

where          ' ( )
' ( )(

and         1 / max

g a r b a

a g f G g a
b g f G b g

f G G G

)
 (12) 

and r is a uniformly distributed random number in [0, 1], G is 
the current generation number,  is the maximum number 
of generations, and a  and  are the lower and upper limits 
associated with the gene 

maxG
b

.ig  Duplicate chromosomes were 
removed at each generation step and replaced with random 
mutations. Lastly, an elitism operation was applied in order to 
preserve the six fittest individuals from each generation. 
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The BBO algorithm is similar to the GA except that in 
BBO, the reproduction scheme of the GA is replaced by the 
migration scheme described in Figure 2. The same mutation, 
duplication removal, and elitism schemes are used in both 
algorithms. In BBO nomenclature, chromosomes are referred 
to as islands and genes as features or SIVs.  

Many of the decisions and numerical values within both 
algorithms depend on stochastically generated quantities, so 
700 Monte Carlo simulations were run to improve the 
reliability of the conclusions about performance. Only 100 
generations were simulated in order to reduce simulation time, 
which was 462 minutes on a 2.3 GHz processor. This number 
of generations is extremely small for this type of problem. For 
example, a GA very similar to the one in this study was applied 
to the IEEE 14-bus standard system in [1] and required 10,000 
generations to achieve a minimum cost very close to zero. But 
since the goal of this study is a comparison of the relative 
performance of the GA and the BBO algorithms, such time-
consuming simulations were not required.  

The overall performance of the two algorithms is shown in 
Figure 4. The plots were generated as follows. A cost is 
calculated for each individual in a population. Each population 
is associated with a generation, and each generation is 
associated with a Monte Carlo trial. Thus, a cost is generated 
for each individual in each generation in each trial; or, put 
another way, the cost is a function of the individual index, the 
generation index, and the trial index: 

cost cost ind, gen, trial  (13) 

If we take the average of this cost, first over all individuals in a 
particular generation, and then over all Monte Carlo trials 
containing that generation, we obtain the average cost as a 
function of the number of generations: 

ave ave
trials ind

AveCost gen cost ind, gen, trial  (14) 

This function is plotted in Figure 4 for the GA and BBO. 

Figure 4: Average Cost of 700 Monte Carlo Trials 

The plot shows that for about the first 16 generations, the 
GA performs better than the BBO, but thereafter the BBO 
performs better. This improved performance is consistently 
observed in simulations with 1000, 5000, and 10000 

generations, although these simulations were not subjected to 
Monte Carlo trials because of prohibitive computation times. 
Nevertheless, in numerous non-Monte Carlo simulations with a 
large number of generations, the BBO always found a smaller 
minimum cost and had a smaller average cost, even when the 
crossover or mutation rates were changed.  

Some further Monte Carlo results are shown in Figure 5 
and Figure 6. Figure 5 shows the minimum cost achieved over 
all individuals, over all generations, and over all Monte Carlo 
simulations. Figure 6 shows the minimum average cost over all 
generations and over all trials. Both figures indicate that the 
BBO algorithm is able to find a better solution than the GA 
with respect to these statistical measures. 

Figure 5: Minimum Cost from Monte Carlo Trials  

Figure 6: Minimum Average Cost from Monte Carlo Trials 

V. CONCLUSION

The objective of this study was to compare the performance 
of a novel biogeography-based optimization algorithm to that 
of a traditional genetic algorithm in a practical application. 
Both algorithms were applied to a standard power flow 
problem in power systems analysis. Initial Monte Carlo testing 
indicates that the BBO consistently performs better than the 
GA with respect to certain basic statistical measures. The 
mathematical basis for this improved performance is discussed 
in [18]. 

For this study, the algorithms were applied to the relatively 
simple IEEE 30-bus test case so that the code could be tested 
for accuracy more efficiently and initial results generated in a 
reasonable amount time. Although traditional numerical 
methods for solving such problems have been successful, the 
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difficulty in solving such problems increases rapidly as the 
number of buses increases or the system is stressed under 
heavy loads approaching the maximum operating point of the 
system. In the former situation, the Newton-Raphson method 
often converges to a local minimum which is very dependent 
on the starting solution. In the latter situation, the method is 
more likely not to converge at all because the Jacobian tends to 
be singular [14]. It is in these situations that population-based 
search algorithms have shown the most potential, since they are 
designed to search for global optima, and no derivatives or 
matrix inversions are involved. The contribution of this work, 
then, is that we have demonstrated the improved performance 
of the BBO algorithm over the genetic algorithm in a special 
case. We are now in the position to apply the algorithms to the 
much more difficult and important optimal power flow problem 
for a large number of buses where traditional approaches are 
less likely to succeed. This will also allow us to determine 
whether the BBO algorithm continues to perform better than 
the GA in these more difficult problems. 

[5] R. MacArthur and E. Wilson, The Theory of Biogeography, Princeton 
University Press, 1967. 

[6] D. Simon, “Biogeography-based optimization,” IEEE Transactions on 
Evolutionary Computation Vol. 12, No. 6, pp. 702-713, December 2008. 

[7] J. Carpentier, “Contribution to the study of economic dispatch,” Bulletin 
of the French Society of Electricians, Vol. 3, No. 8, pp. 431-437, 1962. 

[8] A. Wood and B. Wollenberg, Power Generation Operation and Control, 
Wiley-Interscience, NJ, 1996. 

[9] D. Goldberg, Genetic Algorithms in Search, Optimization, and Machine 
Learning, Addison Wesley, MA, 1989. 

[10] J. Yuryevich and K. Wong, “Evolutionary programming based optimal 
power flow algorithm,” IEEE Transactions on Power Systems, Vol. 14, 
No. 4, pp. 1245-1250, November 1999. 

[11] S. Agrawal, B. Panigrahi, and M. Tiwari, “Multiobjective particle swarm 
algorithm with fuzzy clustering for electrical power dispatch,” IEEE 
Transactions on Evolutionary Computation, Vol. 12, No. 5, pp. 529-541, 
October 2008. 
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reactive power optimization,” Serbian Journal of Electrical Engineering 
Vol. 3, No. 1, pp. 77 – 88, June 2006. 

[13] J. Glover and S. Sarma, Power System Analysis and Design, Fourth 
Edition, CL-Engineering, 2007. Since evolutionary algorithms are probabilistic, the first 

undertaking in future work would be to optimize the code for 
speed so that more Monte Carlo simulations could be applied to 
both of the algorithms that we tested. This would allow the 
student-t test [19] to be applied to the results from the two 
algorithms to determine the statistical significance of the 
differences between the results. 

[14] K. Wong, A. Li, and M. Law, “Development of constrained genetic 
algorithm load flow method,” IEE Proceedings – Generation, 
Transmission, and Distribution, Vol. 144, No. 2, pp. 91 – 99, Mar 1997.  

[15] J. Grainger and W. Stevenson, Power System Analysis, McGraw-Hill 
Science, NY, 1994. 

[16]  R. Christie, Power Systems Test Case Archive, College of Engineering, 
University of Washington, WA (Dec. 2008). [Online]. Available: 
www.ee.washington.edu/research/pstca

One of the strengths of population-based search algorithms 
is their ability to determine global optima with probabilities 
that can be determined in many situations. It would be 
beneficial to design experiments to measure the relative 
efficacy of the GA and BBO algorithms in finding a global 
minimum for the optimal power flow problem. 

[17] H. Pierce, Jr., “Common format for exchange of solved load flow data,” 
IEEE Transactions on Power Apparatus and Systems, Vol. PAS-92, No. 
6, pp. 1916 – 1925, Nov/Dec 1973. 

[18] D. Simon, M. Ergezer, and D.Du, “Markov analysis of biogeography-
based optimization algorithms,” unpublished (Mar. 2009). [Online]. 
Available: http://academic.csuohio.edu/simond/bbo/markov

[19] J. Kennedy and R. Eberhart, Swarm Intelligence, Academic Press, CA, 
2001.  Many variations and enhancements are possible with both 

the GA and the BBO algorithms, and some of these should be 
implemented so that comparisons can be made to determine 
whether the BBO algorithm maintains its superior performance 
with these adaptations. One such variation fuses opposition-
based learning [20] with biogeography-based optimization 
(OBBO) [21] and has shown promising initial results for the 
power flow problem and for many benchmark problems that 
are used to test evolutionary algorithms. 

[20] S. Rahnamayan, H. Tizhoosh, M. Salama, “Opposition-based differential 
evolution,” IEEE Transactions on Evolutionary Computation Vol. 12, 
No. 1, pp. 64-79, Feb. 2008. 

[21] M. Ergezer, D. Simon, and D. Du, “Opposition biogeography-based 
optimization, unpublished. 

[22] D. Simon, “A probabilistic analysis of a simplified biogeography-based
optimization algorithm,” unpublished (Mar. 2009). [Online]. Available: 
http://academic.csuohio.edu/simond/bbo/simplified

 Finally, different approaches to the migration operation 
could be tested. Instead of the linear approximations that we 
used for the migration rate curves  and ,  more complicated 
curves can be constructed. Also, the migration strategy that we 
used can be described as an immigration-based strategy, but 
others are possible, such as the emigration-based, single 
immigration, and single emigration strategies discussed in [22].   

REFERENCES

[1] L. Lai and N. Sinha, “Genetic algorithms for solving optimal power flow 
problems,” Chapter 17, Modern Heuristic Optimization Techniques,  pp. 
471 – 500, IEEE Press, 2008. 

[2] A. Wallace, The Geographical Distribution of Animals, first published in 
1876, Adamant Media Corporation, 2006. 

[3] C. Darwin, The Origin of Species, first published in 1859, Gramercy, 
1995. 

[4] E. Munroe, “The geographical distribution of butterflies in the West 
Indies,” PhD Dissertation, Cornell University, Ithaca, New York, 1948. 

1034



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


