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Abstract—User information need detection is a fundamental issue in automatic question answering systems. Based on real questions collected from on-line question answering communities, this paper proposes a three-level question type taxonomy to model user information need. The three levels are based on interrogative patterns, hidden user intentions and specific answer expectations. One question can have multiple types in level 2&3. Question type assignment of level 2&3 is subjective-oriented, and may vary between different users. Shallow lexical, syntactic and semantic features are used to model the inherent subjectivity of user intentions. Classification experiments are conducted on a corpus of real questions collected from the web. Different machine learning methods are employed. Experimental results are promising. This indicates the capability of modeling user information need and subjectivity statistically, and that strong correlations exist between question types of the same level.
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I INTRODUCTION

Community question answering (CQA) service has been increasingly popular in recent years. Major CQA portals such as Yahoo! Knowledge1 and Baidu Knows2 provide a platform for users to post questions and answer others’ questions. This can be seen as an analogy with human-human communication of relative naturalness. The huge archive of questions and answers formed in those portals gives us a chance to examine the complexity and characteristics of user intentions and expectations delivered through questions.

Question type (QType), defined to represent the information need (or user intention, these two notions are used interchangeably in this paper) of the question, is often used in question similarity calculation or answer extraction process. Usually, one question is categorized into one certain type. In current question type taxonomy, questions fall into two major categories: 1. Factoid questions asking for simple facts (time, quantity, etc.), and taking named entities as the answer; 2. Complex questions asking for relationships between concepts, procedures, reasons etc., and taking descriptive paragraphs as the answer.

However, when observing abundance questions and accepted answers in CQA service, we are surprised to see that the accepted answers to not only the complex questions but also most of the factoid questions are paragraphs, instead of simple named entities. After analyzing these answers, we summarize three factors need to be considered to interpret and satisfy the user’s information needs: 1. Surface user intention, which can be told directly by the interrogative patterns of questions. It corresponds to the conventional definition of QType; 2. Coverage of User Intentions. Many questions contain hidden user intentions untold by the surface text, which should also be detected and met with, to make the answer complete and persuasive; 3. Specific Expectation from the Answer. For example, some answers are subject to temporal constraints and vary in different temporal phases; some questions contain detailed personal information, and require customized answers; some answers are subjective-oriented while some are objective-oriented, etc.

This can be illustrated by the question in table 1. Judging from the interrogative pattern, the question is asking for time. However, the reason why the specific time is picked should be provided as the supporting information to make a convincing answer. Furthermore, the financial crisis should refer to the one happened recently instead of other time. Expertise is required to give a reliable answer. Subjective opinions are also expected to be shared. Clues to these intentions and expectations can be found both in the question and its accepted answer.

This paper models the three essential factors as three-level question type taxonomy (QTaxo). As shown in figure 1, for a question, its QTypes in level 1(L1) represents the surface user intention; and QTypes in L2&3 correspond to user intention coverage and answer expectation, respectively. A question has only one type in L1, but can have multiple types in L2&3, as the case in table 1.

<table>
<thead>
<tr>
<th>Question</th>
<th>Accepted Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q: How long will the financial crisis last?</td>
<td>Because the investment rate of America remains to be low…With a low productivity, the income can’t keep pace with the increasing population…In my opinion, if sensible measures can be carries out, by the end of the next year, situation will become better…</td>
</tr>
</tbody>
</table>

| L1 | time |
| L2 | time, reason |
| L3 | temporal constraint, subjective, expertise |

1 http://answers.yahoo.com
2 http://zhidao.baidu.com
3 http://zhidao.baidu.com/question/7771706.html?si=2
defines each
Section 2 formalizes the 3-level question type taxonomy and paper aims to answer the following questions: methods are implemented and compared. Specifically, this extracted and evaluated. Different types of machine learning including lexical, shallow syntactic and semantic features are

The remainder of this paper is organized as follows. Section 2 formalizes the 3-level question type taxonomy and defines each QType in it. Section 3 introduces the corpus tagging process and looks into the relations between QTypes of the 3 levels. Section 4 describes the question categorization experiments and discussions. Related works are reviewed in section 5. Sections 6 are conclusions and future work.

II QUESTION TYPE TAXONOMY

A. Problem Formalization
Define T as the 3-level question type taxonomy, $T = (C_1, C_2, C_3)$, where $C_i = \{c_{i1}, c_{i2}, \ldots, c_{in}\}$ is the set of question types in the ith level of $T$, $i \in \{1, 2, 3\}$.

For each question, QTypes of level 1 represent the surface user intention, which correspond to the conventional definition of QTypes in previous work; QTypes of level 2 represent all the user intentions, explicit and implicit; QTypes of level 3 represent the user’s specific expectations from the answer.

Define $C_i(q)$ as the set of types of question $q$ in the ith level of $T$, i.e., $C_i(q) \subseteq C_i$, subject to $|C_i(q)|=1$, $|C_i(q)|\geq 1$, $|C_i(q)| \geq 1$.

The QTypes in $C_i(q)$ constitute a type combination.

B. Question Types Definition
There is no standard question type taxonomy for on-line real questions currently. Extensive observation on raw questions and survey into previous works on question classification and interpretation (see related work in section 5) are conducted. We propose the following question type taxonomy, in an effort to cover the general information needs of users.

a) Question Types in Level 1
14 QTypes are defined in L1: choice, definition, contrast, description, procedure, reason, absEntity, yesNo, location, person, time, quantity, entity and emotional, as listed in table II. The first 8 types are complex questions, and the latter 5 are factoid questions. The interrogative pattern of absEntity is similar to entity. However, absEntity represents the information need for abstract concepts such as “law”, “policy”, “theory”, etc. emotional depicts a special phenomenon of CQA services. Some users treat the CQA service as a BBS, and post emotional statements to elicit public discussion. Since

<table>
<thead>
<tr>
<th>Question Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>choice(cho)</td>
<td>Is the version of Office software in Vista OS 2003 or 2007?</td>
</tr>
<tr>
<td>definition(def)</td>
<td>What is financial crisis?</td>
</tr>
<tr>
<td>contrast(con)</td>
<td>What is the difference between skiing and skating?</td>
</tr>
<tr>
<td>description(des)</td>
<td>How is the performance of Vista?</td>
</tr>
<tr>
<td>procedure(pro)</td>
<td>A freshman in college, how to manage my time?</td>
</tr>
<tr>
<td>reason(rea)</td>
<td>Why do we have to expand domestic demand?</td>
</tr>
<tr>
<td>yesNo</td>
<td>Will the price of 3G mobile phone drop?</td>
</tr>
<tr>
<td>absEntity(absE)</td>
<td>What is the national policy on higher education?</td>
</tr>
<tr>
<td>location(loc)</td>
<td>Where to buy the ¥10 prepaid cards?</td>
</tr>
<tr>
<td>person(per)</td>
<td>Who is Kobe Bryant?</td>
</tr>
<tr>
<td>time</td>
<td>How long should I rest after exercise to have dinner?</td>
</tr>
<tr>
<td>quantity(qua)</td>
<td>How much is the annual fee of the Internet bank?</td>
</tr>
<tr>
<td>entity(ent)</td>
<td>Which book is good to read?</td>
</tr>
<tr>
<td>emotional(emo)</td>
<td>The medical costs nowadays are so high!</td>
</tr>
</tbody>
</table>
these postings cannot be counted as questions, they are recognized in \( L1 \) and then filtered out before question categorization in \( L2 \) & 3.

b) Question Types in Level 2

\( L2 \) shares 13 types with \( L1 \) expect the “emotional” type.

c) Question Types in Level 3

As illustrated in fig.2, 8 QTypes are defined in \( L3 \) according to 4 perspectives. 1. Specification: whether the question contains detailed personal information as the context or not; 2. Knowledge source: whether the question requires commonsense or expertise to answer; 3. Temporal constraint: whether the answer is constraint to a specific temporal phase; 4. Orientation: whether the opinions in the answer is subjective-orientated or objective-orientated. Examples of some question types in \( L3 \) are listed in table III.

III QUESTION CLASSIFICATION ALGORITHM

A. Feature Set

Notations:

\( W_q \): the word in question \( q \);

\( Interow \): the interrogative word of \( q \);

\( Hyper(W_q) \): the direct hypernym definition of \( W_q \) in the Chinese electronic dictionary Hownet\(^4\).

Features used for question categorization are as follows:

Word Uni-, Bi-, Tri-Grams (i.e., \( W_q, W_q W_q, W_q W_q W_q \));

Long-distance Interrogative Patterns: long-distance phrase collocations and question templates collected manually, e.g., “Is … better than … “

Structural Patterns

Word SF: \( W_q, Interow, Interow W_q, Interow W_q W_q \), and the first and the last word of \( q \).

Part of Speech SF: \( POS, Interow, Interow POS, Interow, Interow POS \), and the numbers of verbs, nouns and adjectives of \( q \).

Semantic SF: \( Hyper(W_q), Hyper(W_q) Interow, Interow Hyper(W_q) \)

Feature selection is conducted for each level separately by \( IG \) [1] provided by Rainbow.

<table>
<thead>
<tr>
<th>Question Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>high-specific</td>
<td>My mother was 55. She suffers from chronic gastritis for about 5 years,..., is there any way to alleviate it?</td>
</tr>
<tr>
<td>commonsense</td>
<td>What is software design?</td>
</tr>
<tr>
<td>expertise</td>
<td>How to make wise investment?</td>
</tr>
<tr>
<td>temporal-constraint</td>
<td>How much is the cutting score of the college entrance examination this year?</td>
</tr>
<tr>
<td>subjective</td>
<td>What do you think of the recent performance of Yaoming?</td>
</tr>
</tbody>
</table>


Figure 2. Four perspectives of answer expectations

B. Multi-label Classification Problem Transformation

Define the classifier as \( H: X \rightarrow C \). If \( |C| = 1 \), then \( H \) is a single-label classifier; if \( |C| \geq 1 \), then \( H \) is a multi-label classifier. Most machine learning classifiers are designed for single-label classification problems. Thus, multi-label classification problems are usually transformed into multi single-label classification problems.

Two common transformation ways are compared in this paper:

1. TypeCombine: Treat each type combination (defined in section 2.1) of \( L1 \) that appears in the data set as a single type and learn a single-label classifier \( H: X \rightarrow \text{TypeCombine} (C_i) \);

2. BinaryC: Build a binary classifier for each type \( c_i \subseteq C \),

\( H_c: X \rightarrow \{c_i, \neg c_i\} \).

TypeCombine and BinaryC correspond to the transformation methods PT3 and PT4 described in [2], respectively.

C. Employed Machine Learning Algorithms

Three types of classification algorithms are examined: 1. The generative model represented by Naïve Bayes (NB) [3]. 2. The determinative model represented by SVM [4]. 3. The associative rule-based model represented by Classification based on Predictive Association Rules (CPAR) [5].

NB and SVM are implemented via the Rainbow toolkit [6] using default parameters. CPAR is implemented via the IlliMine project\(^5\). The parameters of CPAR are set as in [5].

IV EXPERIMENT

A. Data Set

Baidu Knows is the largest CQA portal in China. Over time, it has accumulated more than 450 million question and accepted-answer pairs. 25,000 questions of Baidu Knows are chosen randomly from 5 categories: business/financing, computer/internet, education/exam, health care and sports. One posting in the CQA service usually contains two parts: question title and description, which is the detailed extension

\(^5\) http://illimine.cs.uiuc.edu/
of the title. Only the question title is used for analysis and experiments. Some question titles convey no concrete information need, such as “A question about losing weight” and “I am a newcomer in trade”. Some question titles contain multiple questions, such as “What does IT stand for? Is it still hot now?” These question titles and redundancies are removed. 17,691 questions are left in the corpus. One question consists of 15 words on average. 14,418 different words appear in the corpus.

B. Corpus Tagging

5 people participate in the corpus tagging. Question type definitions and the purpose of building the question type taxonomy are explained to them. The corpus is divided into 5 parts evenly. Each part is tagged by 3 people independently. Each person tags 3 different parts of the corpus.

Level 1 is tagged first. When divergence between the labelers occurs, a fourth person will be asked to make the final decision. 1,321 questions are tagged as the “emotional” type. For level 2&3, the labelers are free to choose any question type they consider as sensible. The labels from the three persons are combined as the final labels of a question. The reason is that deciding the types of a question in level2&3 is a subjective process. Different people may have different information needs and expectations from the same question. We try to build a corpus general enough to preserve those divergences, i.e., to cover the inherent subjectivity of level2&3. Even if so, question types of the corpus still have strong statistical regulations, as proved later in the experiments.

The training and test collections are selected randomly under the constraint that the number proportion of each question type between the training and test collections is approximately 4:1. Different training and test corpus are formed for each level of the question type taxonomy.

C. Evaluation

Different criteria have been used in previous work on multiple-class recognition for performance evaluation. The KDD Cup 2005 evaluation criteria, deemed to be authoritative, are employed in this paper. Precision (P), recall (R) and F1 score are defined as follows:

\[ P = \frac{\sum_i \text{# correctly classified as } c_i}{\sum_i \text{# classified as } c} \]  
\[ R = \frac{\sum_i \text{# correctly classified as } c_i}{\sum_i \text{# labeled as } c_i} \]  
\[ F1 = 2 \left( \frac{1}{P} + \frac{1}{R} \right) \]

D. Performance

a) Selected Feature Distribution Analysis

The top 500 features selected by IG for each level are examined. Fig.3 shows the distribution of different types of features.

Feature distribution of L1&2 are very close. In fact, over 90% features of L1&2 are the same, indicating the strong correlation between QTypes of L1 and L2. A sharp contrast between L3 and the first two levels can be observed. Word n-grams are most useful to L3, while for L1&2 the structural features are more informative. This indicates the pragmatic interpretation of questions, i.e., various user expectations from the answer cannot be told directly from surface interrogative patterns. The low usage of word tri-grams and long-distance interrogative patterns in all three levels can be explained by the irregular formation of questions posted on-line. Features of fewer dependencies are more flexible and effective for such data. Besides, as shown by Sem-SF, highly effective Qtype indicators center on a small number of semantic categories.

![Figure 3. Top 500 features selected by IG of 3 levels](image)

<table>
<thead>
<tr>
<th>TABLE IV.</th>
<th>CLASSIFICATION PERFORMANCE OF LEVEL 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB</td>
</tr>
<tr>
<td>Precision</td>
<td>90.76%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE V.</th>
<th>CLASSIFICATION PERFORMANCE OF LEVEL 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB</td>
</tr>
<tr>
<td>Precision</td>
<td>78.50%</td>
</tr>
<tr>
<td>Recall</td>
<td>77.32%</td>
</tr>
<tr>
<td>F1</td>
<td>75.30%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE VI.</th>
<th>CLASSIFICATION PERFORMANCE OF LEVEL 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB</td>
</tr>
<tr>
<td>Precision</td>
<td>65.09%</td>
</tr>
<tr>
<td>Recall</td>
<td>65.85%</td>
</tr>
<tr>
<td>F1</td>
<td>60.73%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE VII.</th>
<th>CLASSIFICATION PERFORMANCE OF LEVEL 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB</td>
</tr>
<tr>
<td>Precision</td>
<td>74.04%</td>
</tr>
<tr>
<td>Recall</td>
<td>73.25%</td>
</tr>
<tr>
<td>F1</td>
<td>61.66%</td>
</tr>
</tbody>
</table>

---

*www.sigkdd.org/kdd2005/kddcup.html*
a) **Question Classification Performance of Level 1**

For L1, precision equals recall. Only precision values are listed in Table IV. The best result is 91.43%. The best result reported in [7] is 92.6%. Nevertheless, the question collection used in [7] is relatively small with less than 2,000 instances. The question taxonomies used are also different.

The precision of each QType in L1 is displayed in Table VII. We can see that the majority of QTypes obtain satisfying performance. absEntity have the lowest precision, namely, 48.33%. The high similarity of interrogative patterns between absEntity and entity is the main cause to it. More distinguishable features, such as more abstract hypernyms of higher level should be introduced.

b) **Question Classification Performance of Level 2**

Table V. and Table VIII. display the classification performance of L2. All three classifiers in TypeCombine have comparable results. However, in BinaryC, values of the same evaluation criterion vary sharply among the classifiers. When building binary classifiers for each QType, SVM has the highest precision, while CPAR has the highest recall. However, NB draws a balance between precision and recall, and has the best F1-value. The overall result of TypeCombine is slightly better than that of BinaryC. Similar to L1, absEntity also has the worst results.

Table VI. and Table IX. display the classification performance of L3. In contrast to the result of L2, the performance of BinaryC is significantly higher than that of TypeCombine. Precisions and recalls of BinaryC follow the similar regulation of L2. Specification has the lowest classification results. One possible reason is that the judgment criteria of specification are fuzzy. Inconsistency exists among labels in the corpus. More clarifications on the definition of high/low specification should be made.

c) **Discussion**

As can be seen in Table V and Table VI, the best F1-values of L2 and L3 are 71.94% and 76.57%. These are not as satisfying as that of L1. One reason is the essential difficulty of multi-label classification tasks. Another reason is due to the tagging instructions given when building the corpus. All the three workers’ labels are combined to be the labels of a question. No consistency check is conducted. Thus, the subjective judgments of different workers are preserved in the corpus. It is possible a question is labeled with two contrary types. Under this condition, the classification performance of L2 and L3 is promising. This shows that strong correlations exist between question types of the same level, which can be utilized in our future work for classification improvement.

Each classifier in BinaryC displays unique advantages. This can be used in applications of different demands or customizable applications.

### V Related Work

#### A. Conventional Question Classification

Question classifications are first proposed to solve the lexical chasm problem between questions, and between questions and answers. The main principle is to remove the influence of different interrogative patterns. FAQFinder [7] is the first system to use machine learning methods for classification of real questions in on-line discussion groups. [8] and [9] propose question taxonomies specifically designed for the encyclopedia service. Other works involving question analysis, such as [10] and [11], define question types of their own and mainly use rule-based methods to do the classification. Their research singly focused on recognition of surface user intention. The question type set of level 1 proposed in this paper inherits part of previous taxonomies.

#### B. Coverage of User Intentions

One finding to support our question type taxonomy concerning comprehensiveness is from the interface design experiment conducted by [12]. It verifies that the majority of users prefer answers to be presented along with context, e.g., other related information as the background, to make the answer reliable and complete.

[8] propose to recognize the “coverage asked” and “coverage would give”. The former represents the level of detail of a direct answer the asker expects. The latter represents the level of detail that an information provider would include in a helpful answer. However, exactly what types of information should be covered is not examined.

[10][13][14] analytically extend the intentions and implicatures of complex questions. Their methods rely heavily...
on predicate-argument analysis, precise parsers, and large volumes of domain-specific documents to extract topic signatures. Their focus is finding entities and events relevant to the topic of the question. They experiment with regular and well-formed questions, provided by TREC or other organizations. In contrast, we use real user questions of varying qualities from the CQA service. We focus on statistically recognizing the comprehensive types of information needs of a question. More general, domain-independent clues, like shallow linguistic features are exploited.

C. Answer Expectation

[15] uses co-training method to detect whether the question searches for subjective or objective information. [16] proposes taxonomies for CQA questions and answers to analyze the reusability of answers. The taxonomy can also detect the question's subjective orientation. However, no method is proposed to recognize the taxonomies. In both paper, other aspects of the answer expectations expect the subjectivity orientation are ignored.

VI CONCLUSION AND FUTURE WORK

This paper proposes a three-level question type taxonomy to model user information need. Each level corresponds to (1) the basic information need represented by the surface interrogative form, (2) the types of supportive information needs to make the answer comprehensive and (3) the pragmatic user expectations from the answer, respectively, based on extensive observation of real questions collected from on-line question answering communities. Question type assignment of level 2&3 is inherently subjective and personalized. This paper proposes effective methods of question classification.

The three levels of the type taxonomy can be utilized in different fundamental modules of the question answering system independently or in integration, to facilitate question interpretation or to enhance the quality of summarized answers, etc. Although the corpus used in this paper is in Chinese, the taxonomy is language-independent and can be used universally. Besides, other information access applications can also draw lessons from the design of the taxonomy.

The relations between question types in different levels are to be examined for classification enhancement. More detailed observation on the characteristics of user intentions will also be made.
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