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Abstract—Neural network tree (NNTree) is a hybrid model for
machine learning. Compared with single model fully connected
neural networks, NNTrees are more suitable for structural learn-
ing, and faster for decision making. To increase the realizability
of the NNTrees, we have tried to induce more compact NNTrees
through dimensionality reduction. So far, we have used principal
component analysis (PCA) and linear discriminant analysis (LDA)
for dimensionality reduction, and confirmed that in most cases the
LDA based approach can result in very compact NNTrees without
degrading the performance. One drawback in using the LDA
based approach is that the cost for finding the transformation
matrix can be very high for large databases. To solve this problem,
in this paper we investigate the efficiency and efficacy of two
centroid based approaches for NNTree induction. One is to map
each datum directly to the class centroids; and the other is to
find the least square error approximation of each datum using
the centroids. Experimental results show that both approaches,
although simple, are comparable to the LDA based approach in
most cases.

Index Terms—Machine learning, pattern recognition, decision
tree, neural network, multivariate decision tree.

I. INTRODUCTION

Neural networks (NNs) are a class of learning models
analogous to the human brain. They often get good answers
for solving non-linear problems, and have been applied suc-
cessfully to many fields, such as image recognition, speech
recognition, data mining, robot control, and so on. One draw-
back in using NNs is that determination of a proper network
structure is usually difficult. Although several approaches have
been proposed in the literature [1]-[4], these methods are often
time consuming because the network structure has to be revised
little by little during learning.

In our research, we have proposed a hybrid learning model
called neural network tree (NNTree) [5]. An NNTree is a
special decision tree (DT) with a small NN embedded in each
internal node (see Fig. 1). The small NNs are used for local
decisions, and the tree controls the whole decision making
process. Usually, an NNTree is induced recursively. For the
current node (start from the root), a small NN is added if the
data assigned to this node are not pure enough (measured by
the information gain ratio in this study). The small NN divides
all data assigned to the current node into several groups.
For each group, we do the same thing as above recursively.
Because there is no trial and error, and the number of small
NNs needed is often proportional to the number of classes,
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the structure of the NNTree can be determined efficiently and
automatically.

Another advantage in using the NNTrees is that an NNTree
is usually faster than a single model fully connected NN
(SMFC-NN). Suppose that the SMFC-NN under consideration
is a 3-layer feedforward NN. If there are all together N,
neurons, and N, processing elements (PEs) are available to
implement the NN (for software implementation, we usually
suppose N, = 1), then the computing time for making a
decision is proportional to NN, /N,. For example, if N,, = 100
and N, = 4, the computing time is about 25 time units,
where one time unit is defined as the time used for calculating
the output of one neuron. On the other hand, if we use
NNTree of the same number of neurons, the computing time
is proportional to [n,,/N,]| x P, where n,, is the number of
neurons used by the small NN embedded in each internal node,
and P, is the average path length for making a decision. It is
worthwhile to note that P, is proportional to logs[Ny,/ny].
Again, for N,, = 100 and N,, = 4, if we suppose n,, = 5 (one
output neuron plus 4 hidden neurons), then the tree contains 20
internal nodes, and P is less than 5. The average computing
time for making a decision will be less than 2 x 5 = 10 time
units in average. Thus, NNTree in general can make decisions
faster than SMFC-NN if they are implemented using the same
number of PEs.

One bottleneck in using the NNTrees is the possible high
cost for induction. Although the recursive induction process
can finish in a very limited number of steps, finding the best
NN in each internal node can be very time consuming. In
fact, finding the best multivariate test function in each internal
node is an NP-complete problem [6]. To solve the problem



more efficiently, we have proposed several algorithms [7],
[8]. Among them, the algorithm given in [8] is the most
efficient one. This algorithm is based on a heuristic grouping
strategy, and the NNTrees can be induced very quickly even for
relatively large databases. In a certain sense, we have solved
the hardest problem in using the NNTrees.

Since the final goal of this research is to use the NNTree as
a core module in different portable systems (e.g. cell phone,
digital camera, and IC-card), we must try to induce NNTrees
that are compact enough to be realized in a VLSI chip. The
problem is that, even if we can induce an NNTree efficiently,
we may not be able to realize the NNTree easily in hardware
because the size or the number of inputs of each neuron can
be very large for many applications. An NNTree containing
large neurons usually requires more memory space and longer
time for making decisions.

To increase the realizability of the NNTrees, we have
tried to induce more compact NNTrees through dimensionality
reduction. So far, we have used principal component analysis
(PCA) [9] and linear discriminant analysis (LDA) [10] for
dimensionality reduction, and confirmed that in most cases the
LDA based approach can result in compact NNTrees without
degrading the performance of the tree [11]. However, the time
complexity of the LDA based dimensionality reduction can be
very high if the number of data and the number of features
are large.

In this paper we study the possibility of using low-cost
approaches for dimensionality reduction. Specifically, we in-
vestigate two centroid based approaches here. The first one is
to map each datum directly to the centroids, and the second
is to find the least square error (LSE) approximation of each
datum using the centroids. In both approaches the data are
mapped to a N, dimensional space, where IV, is the number of
classes of a given pattern recognition problem. Therefore, for
any test datum, the time for dimensionality reduction is almost
the same as that for LDA. The time complexity for finding the
transformation matrix, however, is much smaller. Experimental
results on several public databases show that both approaches,
although simple, can get relatively good results.

The rest of paper is organized as follows. Section 2 gives
a brief review of DTs and NNTrees. Section 3 explains
how to apply dimensionality reduction approaches to inducing
compact NNTrees. Section 4 provides experimental results, and
discusses the performance of the proposed method compared
with existing method of inducing NNTrees. Section 5 is the
conclusion.

II. PRELIMINARIES
A. Definition of Decision Tree

Roughly speaking, a decision tree (DT) is a directed graph
with no cycles. We usually draw a DT with the root at the top
(see Fig. 1). Each node (except the root) has exactly one node
above it, which is called its parent. The nodes directly below a
node are called its children. A node is called a terminal node
if it does not have any child. A node is called an internal node
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if it has at least one child. The node of a DT can be defined
as a S5-tuple as follows:

node = {I,F,Y,N,L}

where [ is a unique number assigned to each node, F' is a
test function that assigns a given input pattern to one of the
children, Y is a set of pointers to the children, N = |Y| is the
number of children or the size of Y, and L is the class label
of a terminal node (it is defined only for terminal node). For
terminal nodes, F' is not defined and Y is empty (N=0).

The process for recognizing an unknown pattern x is as
follows:

o Step 1: Set the root as the current node.

o Step 2: If the current node is a terminal node, assign x
with the class label of this node, and stop; otherwise, find
i = F(x).

o Step 3: Set the ¢-th child as the current node, and return
to Step 2.

B. Induction of Decision Tree

To induce a DT, it is necessary to have a training set
composing feature vectors and their class labels. The DT
is induced by partitioning the feature space recursively. The
induction process include three steps: splitting the nodes,
finding terminal nodes, and assigning class labels to terminal
nodes. The step of splitting nodes is the most significant and
time consuming. To get a good DT, we should try to find a
good test function for each internal node. Many criteria have
been proposed for estimating the “goodness” of a test function
[12],[13]. It is known that the efficiency of DTs is not affected
greatly over a wide range of criteria [12]. In our study, we just
adopt the information gain ratio (IGR), which is used in the
well-known DT induction program C4.5 [13].

A test function F'(z) which maximizes the IGR decreases
the entropy most for recognizing an unknown datum. Suppose
S (]S] is the size of S) is the set of data assigned to the
current node, and n; is the number of data belonging to the
i-th class (1 =1,2,..., N¢, and N, is the number of classes),
the entropy for recognizing an unknown datum is given by

info(S X loga( ) ()
Z |51 \S |

Suppose S is divided into N subsets S1,S2,...,Sny by the
test function F, the information gain is given as follows:

gain(F) =info(S) —infor(S) (2)
where

N

infor(S Z Si) 3)

The IGR is defined by
gain ratio(F) = gain(F) + split info(F') 4)



where

)

Si
| | (5)

Sl
l
5 x loga( B

N
split info(F) = — Z
i=1

C. Definition of NNTrees

As mentioned previously, an NNTree is a kind of multi-
variate decision tree, and each internal node contains a small
NN. As the small NN, we use a small multilayer perceptron
(MLP) here, although any kind of NNs can be adopted.
The number of inputs and outputs of the NN correspond,
respectively, to the dimensionality /N, of the feature space and
the number NV of child nodes. A major point in this research
is to solve complex problems by embedding small NNs to
the DT. Therefore, a small number (2, 4, or 6) is used as the
number of hidden neurons as IV}, in this paper.

Using an NNTree, any given example x is recognized as
follows:

o Step 1: Start from the root. This is the current node.

o Step 2: If the current node is already a terminal node,
assign its label to @. Else find the next child node by
using the following equation.

i=F(z) =arg 1I§I}€a§XN ok 6)
where oy, is the k-th output of the NN.

o Step 3: Set the i-th child as the current node, return to
Step 2.

D. Induction of NNTrees

The overall process for inducing NNTrees is the same as
that of C4.5. The difference is the method to generate the test
function F'(z) in each internal node. For inducing NNTrees,
it is not an efficient way to find the test function based on
“generation and evaluation”. To find the test function more
efficiently, we can define the teacher signals first using some
heuristics [14]. Based on the teacher signals, we can find
the NN test function quickly using the well-known back-
propagation (BP) algorithm. The algorithm for inducing an
NNTrees can be explained as follows.

Step 1: Check if the current node is a terminal node. If
examples assigned to this node belong to several classes,
this node is an internal node, goto Step 3; otherwise, this
node is a terminal node, goto Step 2.

Step 2: Assign class label of the biggest classes to this
node, and finish.

Step 3: Divide the examples assigned to the current node
to NV groups, and define the teacher signals for all data.
Step 4: Train the NN using the BP algorithm with the
teacher signals defined in Step 3.

Step 5: Split the examples into N groups using NN
obtained at Step 4, and create a new node for each group.
Step 6: For each new node (child node), repeat the above
process recursively.
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Fig. 2. Flowchart of the proposed method for assigning group labels

Suppose that we want to partition .S (which is the set of
examples assigned to the current node by the tree) into N
sub-sets S1, .52, - - -, Sn, which are initially empty sets ®. For
any given example x € S, repeat following process:

Step 1: Get an unassigned data x from S.

Step 2: If there is a y € S;, such that label(y) = label(x),
assign x to S;;

Step 3: Else, if there is a .S;, such that .S; = ®, assign «
to S;;

Step 4: Else, find y, which is the nearest neighbor of x
in US;, and assign x to the same sub-set as y.

where U represents the union of sets, and ® is the empty set.

The flowchart of the above algorithm is given in Fig. 2. The
teacher signal of a data « is the subset number to which it is
assigned. That is, if @ is assigned to .S;, its teacher signal is 7.

E. Conceptual Model of NNTree for Hardware Implementation

As stated earlier, the goal of this research is to propose
a method for inducing NNTrees that are compact enough for
VLSI implementation. Since all NNs in an NNTree have the
same structure, we can design a hardware module for realizing
all NNs, and another module for controlling the decision
process. We call these two modules the NN processor and the
tree controller, respectively (see Fig. 3). For any given input
pattern z, the decision process can be described roughly as
follows:

« Step 1: Reset the pointer p of the tree controller.

o Step 2: Based on p, load the node label of the current
node from a global memory to the local memory of the
tree controller. If the node label is meaningful, output the
label, and stop; otherwise, continue.
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Fig. 3. A conceptual hardware structure of the NNTree

o Step 3: Based on the same p as above, load all other
information about the current node from the global mem-
ory. The weights are sent to the local memory of the NN
processor, and the pointers of the child nodes are sent to
the local memory of the controller.

Step 4: Find the output of the NN processor based on z.
Step 5: Based on the output of the NN processor, update
the pointer p of the controller, and go to Step 2.

So far, we have successfully proposed a method for inducing
the NNTrees efficiently. However, the NNTrees so obtained are
still not compact enough. In fact, when the number of inputs
for each neuron is large, a great number of weights are required
for each NN. This is absolutely not good for implementing an
NNTree on a chip. The main target of this paper is to reduce the
number of inputs of the neurons. After reduction, we can make
decisions more quickly, using a much smaller NN processor
(as well as a smaller global memory).

III. DIMENSIONALITY REDUCTION
A. General Considerations

Model reduction of NNTree consists of 2 steps. The first
step is to reduce the number of features of each datum
using dimensionality reduction, and the second is to induce
the NNTree using the compressed data. These two steps are
independent of each other, and therefore we can employ any
dimensionality reduction methods in the first step.

So far, we have applied LDA for dimensionality reduction
[11]. It is known that the time complexity for finding the
transformation matrix of the LDA is O(N3 x N;), where Ny is
the dimensionality of the feature space, and N; is the number
of data in the training set. Here, we assume N; > N4. When
N; and N are large, the cost for dimensionality reduction can
be very high. To reduce the cost for dimensionality reduction,
we study two centroid based approaches. The question is, can
we keep the performance of the NNTrees if we use such kind
of low-cost approaches? We will answer this question in the
next section through experiments.

B. Direct Dimensionality Reduction Based on Centroids

Now, let us consider dimensionality reduction based on
class centroids. Suppose there are N, classes. The first step
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TABLE 1
PARAMETERS OF THE DATABASES

Number | Number | Number
of of of
instances | features classes
adult 48842 14 2
arrhythmia 452 279 13
crx 690 15 2
dermatology 366 34 6
diabetes 768 8 2
Internet advertisements 3279 1558 2
isolet 7797 617 26
soybean 307 35 19
thyroid 215 5 3
wine 178 13 3

is to find the class centroids as follows:
n;

1
Hi = — x’lﬂjai:l72a“'aNc (7)
j=1
where z;; is the jth training example of the ith class, and
n; is the number of training examples in the ith class. The
second step is to compress the datum z € RV to y € RNe
by finding the distance between = and all centroids. That is,

for any training example x,

T
. ®
Theoretically, any distance measure can be used here. In this
paper, we suppose that all examples are normalized so that the
Euclidean norm of each vector is 1. In this case, inner product
will be enough to measure the closeness between vectors, and
for any training example z, its projection y can be found as
follows:

y = |distance(x, u), - - -, distance(z, un,)

’y:[<,U1737>7"'7<MNC7$>]T:CT$ (9)

where C' = [p1, o, - - -, 1N, ]

C. Dimensionality Reduction through Centroid Based Approx-
imation

Note that the projection y obtained in the above direct
method is not optimal in any sense. Compared with PCA
or LDA, some important information for reconstructing or
discriminating the data must be lost after dimensionality
reduction. To get a better solution, we can find the best
approximation of each datum using the centroids. That is, for
any z, we should find y, such that

N
lle = Cyll = lle =Y yropul|

(10)
k=1
is minimized. We can find the LSE solution as follows:
y=[CTC]'CTe =Cta (11)

where C* is the pseudo-inverse matrix of C. To obtain
the pseudo-inverse matrix, we can use the singular value
decomposition (SVD). The SVD of an arbitrary matrix A is
defined by

A=UxvVT (12)



The pseudo-inverse matrix can be obtained simply as follow:
At =vetu” (13)

where ¥ is a matrix with every nonzero entry replaced by its
reciprocal. One advantage of using the SVD is that we can get
the solution even if the matrix CTC is singular. Of course,
if the non-singularity of CTC is guaranteed, we can also
find the pseudo-inverse using [CT C]~*CT. The computational
complexity of this method will be roughly the same as that of
the SVD.

IV. EXPERIMENTAL RESULTS

To verify the efficiency and efficacy of the two centroid
based approaches, we conducted experiments with databases
taken from the machine learning repository of the University
of California at Irvine. The databases used are adult, arrhyth-
mia, crx, dermatology, Internet advertisements, isolet, soybean,
thyroid, wine. Table I shows the parameters of the databases.

For each database, we conducted 5 trials of 10-fold cross
validation (all together 50 runs). Each database was shuffled
before each trial. The computer used in the experiments is Sun
Java Workstation W1100z (the CPU is 1.8 GHz AMD Optron
144, and the main memory is 1,024 MB).

We compare four approaches. Method-I is the original
induction without dimensionality reduction. In this approach,
NNTrees are induced by using the original data. In Method-
II, Method-III, and Method-1V, different dimensionality reduc-
tion methods are applied to induce NNTrees. LDA is used
in Method-1I, the direct centroid (DC) approaches is used
in Method-III, and the centroid based approximation (CBA)
approach is used in Method IV.

We set experimental parameters of NNTrees as follows.
First, for the BP algorithm, the learning rate is fixed to 0.5,
and the maximum number of epochs for learning is 1,000. For
the small NN in each internal node, the number of inputs of
the NN is N, for Method-I, N, — 1 for Method-II, and N, for
Method-III and Method-IV; the number of hidden neurons is
fixed to 4; and the number of output neuron is 1 because we
consider only binary NNTrees here.

Table II shows the experimental results for all databases. In
this table, the error rate for the test set, the number of nodes of
the NNTree (including both terminal nodes and internal nodes),
the total number of weights of all NNs, the total training time,
the time used for dimensionality reduction, and the test time
are provided. For each result, we have the average over 50
runs and the 95% confidence interval.

A. Discussion about the Error Rate

Method-I wins 3 times, Method-II 3 times, Method-III 3
times, and Method-IV 1 time. We have expected that the
performance of Method-I should be the best because there
is no information loss caused by dimensionality reduction.
However, for 7 out of 10 cases dimensionality reduction
produces better results. That is, for most cases, if we select a
proper dimensionality reduction method, the recognition rate
can be improved.
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If we compare Method-II with Method-III, Method-II win
6 times, and Method-III win 4 times. It seems that Method-
III, although simple, is quite good. The same thing can be
said for Method-1V. If we compare Method-III and Method-1V,
Method-I1I win 6 times, and Method-IV win 4 times. Although
Method-III is much simpler, it was better than Method-IV.

B. Discussion about the total number of nodes

Method-I wins 2 times, Method-II wins 5 times, Method-
III wins 4 times. Except for isolet, we can obtain NNTrees
with less nodes through dimensionality reduction. Especially,
in 3 cases (adult, crx, and diabetes), the NNTrees become
much smaller after dimensionality reduction. It seems that in
most cases dimensionality reduction can actually extract better
features for making local decisions in each internal node, and
thus less nodes are needed for the whole tree.

C. Discussion about the total number of weights

Method-II wins 8 times, and Method-III wins 2 times. That
is, in all cases, the NNTrees obtained after dimensionality
reduction are more compact. Especially, if we use LDA for
dimensionality reduction, the total number of weights is often
orderly smaller. Thus, the NNTrees obtained after LDA based
dimensionality reduction are much easier for hardware imple-
mentation. There is no orderly difference between Method-II
and Method-III or Method-IV.

D. Discussion about the computing time for training

As expected, Method-III is the fastest method for dimen-
sionality reduction. However, when we look at the total training
time which includes the time for induction of the NNTree and
the time for dimensionality reduction, Method-II wins 6 times
out of 10. The most possible reason is that LDA can provide
the best projection for recognition after dimensionality reduc-
tion. Thus, even if Method-III and Method-IV can provide the
transformation matrix faster, the extracted feature vectors are
more difficult to recognize, and as the whole, Method-II is
more efficient and more effective.

However, considering that the centroids are much simpler
to be updated when new data are available, the DC and CBA
methods might be more effective for on-line learning. This is
one of the topics for future study.

V. CONCLUSION

In this paper, we have investigated the efficiency and
efficacy of two centroid based dimensionality reduction ap-
proaches for inducing compact NNTrees. Experimental results
show that these two approaches, although very simple, can get
comparable results as long as the recognition rates are consid-
ered. However, if we consider the total time for induction, the
LDA based approach is still the best.

For future study, we would like to increase the number
of representatives in each class, instead of using only one
centroid. We would like to investigate if such kind of simple
piece-wise linear approach can get better results than the LDA.
Also, we would like to investigate the efficiency and efficacy of
the centroid/representative based approach for on-line learning.
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TABLE 11

THE EXPERIMENTAL RESULTS

Method Test Total Total number Training time Test time
error node sizes of weights Total Dimensionality reduction
adult Original | 14.88+1.54 | 108.0+13.2 3210.04+395.1 325.34429.69 - 0.01479740.005085
LDA 17.21£1.65 4.0+0.4 12.2+1.6 82.58+4.17 0.0452034-0.008597 0.0053641-0.002916
DC 18.83+1.73 12.6+1.6 69.6+9.5 187.14423.35 0.0236054-0.006140 0.0134234-0.004903
CBA 19.20+1.74 42404 19.0+£2.5 91.19+4.65 0.0240994-0.006201 0.00667740.003254
arrhythmia Original | 36.80+3.32 30.2+3.3 16329.6+1844.8 11.00+£1.15 - 0.00098740.001249
LDA 51.38+3.65 21.5+0.8 532.5+19.2 1.504+0.09 0.9694244-0.040072 0.0006124-0.000980
DC 36.4442.98 17.8+1.9 469.3+53.5 2.1940.21 0.005243+-0.002868 0.000668+0.001024
CBA 36.40+2.89 30.2+1.8 816.54+48.7 2.95+40.18 0.10582140.012965 0.00079540.001116
crx Original | 16.26%2.05 13.5+0.9 399.4428.6 3.3440.13 - 0.0001454-0.000476
LDA 14.46+1.84 3.6+0.4 10.6+1.7 0.93+£0.06 0.00127840.001418 0.000077+0.000348
DC 14.00+1.97 6.0£0.9 30.0+5.1 1.2740.09 0.0003274-0.000716 0.00011040.000416
CBA 14.12+1.97 4.71+0.6 22.3+3.6 1.144-0.08 0.0004504-0.000843 0.0001024-0.000401
dermatology Original | 3.83+1.18 14.4£0.6 935.24+38.0 0.08+0.02 - 0.00010740.000409
LDA 422+1.29 12.6+0.5 139.7+5.8 0.24+0.03 0.0046464-0.002700 0.000104+-0.000404
DC 5.44+1.38 13.4+0.5 173.0+6.6 0.26+0.02 0.000391+-0.000783 0.00011240.000419
CBA 4.06+1.26 13.440.5 173.0£7.0 0.314+0.04 0.000950+0.001282 0.0001154-0.000424
diabetes Original | 25.95+2.41 23.9+2.6 411.8+£47.2 3.07+0.18 - 0.00016240.000504
LDA 23.16+2.39 4.8+0.7 15.442.7 1.174+0.09 0.00065740.001017 0.000091+-0.000377
DC 27.21£2.50 6.4+1.1 32.6+6.4 1.46+0.12 0.0002824-0.000665 0.00011640.000426
CBA 27.63+2.60 6.0£0.8 30.0+4.6 1.4240.11 0.0003834-0.000778 0.0001154-0.000424
Internet Original | 2.654+0.70 6.1£0.4 15964.24+1166.6 29.01+£5.00 - 0.008288+0.003689
advertisements LDA 3.07+0.72 3.9+04 11.7+1.5 171.07+0.73 167.72725140.706014 0.0057611-0.003006
DC 4.3840.87 3.0+0.1 12.040.1 4.671+0.09 0.088666+0.011856 0.0102114-0.004001
CBA 4.10+0.85 3.7+0.3 16.1£1.7 29.4140.34 24.358377+0.244255 0.01971940.005675
isolet Original | 11.40£3.02 73.9+3.1 90129.14+3864.3 | 304.104+23.06 - 0.03518740.007528
LDA 8.59+1.20 95.4+2.8 4910.9+141.9 32.07+1.05 17.21479740.200151 0.0402824-0.008060
DC 11.05+1.37 86.0+3.2 4590.0+170.0 53.38+1.55 0.3239014-0.022553 0.0409524-0.008019
CBA 12.81+£1.49 141.1+4.5 7566.51+242.5 54.57+1.24 1.93616740.059805 0.05027240.008879
soybean Original | 16.53+2.36 48.8+1.8 3444.5+129.0 0.56+0.05 - 0.00016640.000510
LDA 16.07+2.35 43.7+1.4 1621.8+52.3 0.59+0.05 0.0046754-0.002709 0.0002044-0.000565
DC 14.731+2.56 44.6+1.3 1742.4449.2 0.88+0.06 0.000655+-0.001013 0.000201+0.000561
CBA 18.8742.62 49.8+1.7 1953.6+£65.3 0.84+0.06 0.0016244-0.001600 0.0002334-0.000604
thyroid Original | 2.76+1.17 5.0+0.1 48.0£0.3 0.11+0.02 - 0.000022+-0.000184
LDA 3.90+1.44 5.3+04 25.9+2.1 0.23+0.02 0.00027040.000655 0.0000324-0.000225
DC 1.714+0.94 5.0+0.1 32.0+0.2 0.18+0.03 0.000078+-0.000350 0.00004140.000253
CBA 6.861+2.04 5.31+0.2 3424+1.8 0.3740.03 0.00016940.000519 0.0000364-0.000237
wine Original | 3.29+1.39 8.0+0.4 197.1£10.5 0.10+£0.02 - 0.000026+-0.000200
LDA 2.47+1.22 5.7+0.3 28.3+1.8 0.05+0.01 0.0012504-0.001749 0.0000264-0.000202
DC 4.71+1.64 5.3+£0.2 34.2+1.6 0.17+0.02 0.000085+-0.000364 0.00003040.000217
CBA 3.76+1.69 6.4+0.4 432434 0.16£0.02 0.0001924-0.000553 0.0000324-0.000222
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