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Abstract—Document clustering is the process of partitioning
a set of unlabeled documents into clusters such that documents
within each cluster share some common concepts. To help with
this analysis, concepts are conveniently represented using some
key terms. For clustering algorithm, the most costly CPU time
has to do with the classification phase. Using words as features,
text data are represented in a very high dimensional vector
space. We have studied a comparative advantage based algorithm
for clustering sparse data in this space, it used one “ruler”
instead of k centers to identify the comparative advantage of
each cluster and define the cluster label for each document.
However, this algorithm only considered the relative strength
between clusters, the relationship between terms was ignored.
In this paper, we proposed a weighted comparative advantage
based clustering algorithm. The experimental results based on
SMART system databases show that the new algorithm is better
than simple comparative advantage algorithm, without any extra
computation time. Compare with k-means, not only can it get
comparable results but it can also significantly accelerate the
clustering procedure.

Index Terms—Document clustering, dimension reduction, key
term extraction, sparsity, k-means, weighted comparative advan-
tage.

I. INTRODUCTION

Document clustering is the process to partition a set of
unlabeled documents into some categories or clusters. To
analyze the documents based on the clustering results, it is
expected that all documents in a cluster have some shared
concepts. This shared concept is often represented as the
centroid. K-means is a well known algorithm for unsupervised
clustering [1]-[3]. In k-means, clusters are obtained based on
the mean square error (MSE) criterion. These clusters are good
in the sense that all documents in each cluster are similar to
each other. However, since the similarity is often defined based
on all terms, the sparsity fixes there are a lot of inessential parts
in each centroid. To cluster these documents, we believe that
only small set of representative key terms should be concerned
[4]. We have studied a comparative advantage based algorithm
for clustering sparse data, it uses one “ruler” instead of k
centers to identify the comparative advantage of each cluster
and define the cluster label for each document. However, that
algorithm only considers the relative strength between clusters,
the relationship between terms is ignored. In this paper, we
proposed a method which uses weighted “ruler” instead of
simple “ruler”. To verify the effectiveness of the proposed

method, we conducted several experiments on three SMART
databases. The experimental results show that the proposed
method can generate better results than simple comparative
advantage.

II. VECTOR SPACE MODEL FOR TEXT DATA

In this study, we use term frequency - inverse document
frequency (tf-idf) model to represent each document as a
vector [5]. To transform document into vector, the first step
is morphological analysis [6]. The purpose of this step is to
segment the smallest units of syntax from the whole text. Since
in most languages, words are accepted as the smallest units of
syntax, the output of morphological analysis is usually a bag-
of-words for representing the given document. Of course, not
all words are useful for document clustering. We eliminate the
“stopwords” usch as “a”, “does”, “ok”, etc [7].

After morphological analysis, term frequency and document
frequency are counted for each word. Here, term frequency
tfji is the frequency of the ith term in the jth document
and document frequency dfi is the number of documents that
contain the ith term. Since the sparsity of text data, a lot of
words only appear in very small portion of documents, we
usually eliminate the words whose df is less than a threshold
r0, e.g., 0.2%.

Suppose m unique words remain after above elimina-
tion. Then document j is represented as a vector docj =
(v1, v2, . . . , vm)t in the term-space Rm, where m is the total
number of terms used in the whole document set, and

vi = tfji × gi × sj ,

where gi is global weighting component depends on dfi and
sj is the normalization component for vi. In tf-idf model, gi =
log(n/dfi). To represent long documents and short documents
equally, each document vector is normalized to have unit L2

norm, that is,

sj =

(
d∑

j=1

(tfjigi)

)−1/2

After finding the feature vectors, vector based clustering
algorithm can be used for clustering. The most popular algo-
rithm for this purpose is k-means algorithm [3]. The objective
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of k-means is to minimize the total intra-cluster variance, or
the mean squared error (MSE) function defined as follows:

MSE =
1
k

k∑
i=1

∑
∀xj∈Si

(
xj − μi

)2
(1)

where k is the number of clusters, Si is the ith cluster, and μi

is the centroid or mean point of Si.
The most common form of k-means uses an iterative

refinement heuristic known as Lloyd’s algorithm [8]. Lloyd’s
algorithm starts by partitioning the data points into k initial
clusters, either at random or using some heuristic. It then
performs the following two steps iteratively:

• Step 1: Calculate the centroid of each cluster.
• Step 2: Construct a new partition by associating each data

point with the closest centroid.

Usually, the above iteration is terminated if the data points no
longer switch between clusters, or alternatively, if the centroids
no longer change.

Note that in Step 2, we need a distance measure to find the
closest centroid for the given data point. Usually, Euclidean
distance is used. However, for high dimensional document
vector clustering, cosine distance is better [9]. Since the feature
vectors have a;ready been normalized, we can just use the inner
product to measure the similarity between two vectors:

cos(di, dj) =
< di, dj >

‖di‖ × ‖dj‖ =< di, dj > (2)

If two data points are very similar, the angle between them is
close to zero, and the inner product will be close to one. Hence,
the inner product < di, dj > is oftern known as the “cosine
similarity”, it is widely used in text mining and information
retrieval [7][10].

III. COMPARATIVE ADVANTAGE

In this section, we first review the simple comparative
advantage (CAS) based algorithm. Compared with k-means,
the algorithm encouraged each cluster to have some dominant
representative key term, the terms with only small effects
are tend to be ignored. Then weighted CA based algorithm
(CAW) is introduced. Compare with CAS, CAW considers the
relationship between terms, in this sense, the clustering results
are expected to be more meaningful.

A. Term Distribution

Comparative advantage is based on the concept of term
distribution. Basically, the term distribution for the ith cluster
Si is an m-dimensional vector with the jth element being the
frequency of the jth term in this cluster. Remember that m is
the dimensionality of vector space Rm.

To make the concept easier to understand, Table I shows
4 document vectors. We want to partition these 4 documents
into 2 clusters. For example, if the first two documents are
assigned to S1, and the last two are assigned to S2, sum up
the term frequency for all terms in each cluster, we get the
term distributions as shown in Table II. If we put doc1 and

TABLE I
TERM MATRIX FOR THE EXAMPLE

birth liver life steam shock speed

doc1 1 1

doc2 1 1

doc3 1 1

doc4 1 1 1

TABLE II
TERM DISTRIBUTIONS OF THE TWO CLUSTER IN THE EXAMPLE

Distribution1 Distribution2

birth 2 0

liver 1 0

life 1 0

steam 0 2

shock 0 1

speed 0 2

TABLE III
TERM DISTRIBUTIONS CORRESPONDING TO ANOTHER PARTITION

Distribution1 Distribution2

birth 1 1

liver 1 0

life 0 1

steam 1 1

shock 0 1

speed 1 1

doc3 into S1, and doc2 and doc4 into S2, we can get another
term distributions as shown in Table III.

The term distributions can be obtained straightforwardly
once a partition is given. We represent a partition using
a number string of length n, where n is the number of
documents. Each number in the string takes value from [1, k].
If the jth number of string is i, which means the jth document
belongs to the i-th cluster.

For the above example, the first partition can be represented
as [1 1 2 2]. That is, the first two documents are assigned to
the first cluster, and the last two are assigned to the second
cluster. The second partition is [1 2 1 2], and the meaning can
be interpreted straightforwardly.

Our goal is to find a partition so that each cluster uses a
different set of key terms. In this sense, the partition given in
Table II is better than the one given in Table III. Since in Table
II, “birth”, “liver” and “life” are in same cluster indicating
this cluster is mainly taking about medical technology, and the
second cluster contains words “steam”,“shock” and “speed”,
which indicates this is a aeronautical system cluster.

Figure 1 shows graphically result of term distributions of
CISI, MEDLINE and CRANFILED of database CLASSIC3.
We will give a description of this data collection in Section
IV. Figure 2 show terms distributions by randomly assigned the
cluster label for each document. Intuitively speaking, the term
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Fig. 1. Term distributions initialized according to teacher signal

Fig. 2. Term distributions initialized randomly

distributions initialized by using class label is much better than
the second one. Because from the second term distributions we
can not find out useful representative key words.

B. Simple Comparative Advantage

From Figure 1 we can find out that different classes featured
different key terms. The sum of these key terms’ weights
are bigger than other classes. To get a good partition, we
should find and keep this kind of “advantages” or “strength”.
Intuitively speaking, if the weight of term i of term distribution
j is larger than others, term i is the advantage of term
distribution j.

However, bigger weight value doesn’t mean it is an ad-
vantage absolutely. Let’s take an example [11]. Suppose that
there are two men living in a small island. They have to do
something to feed themselves. There are two possible ways for

TABLE IV
ATTRIBUTES OF THE TWO MEN

Hunting Planting

AA CA AA CA

Young $60 3/4 $20 1/4

old $20 2/3 $10 1/3

them to survive, hunting or planting. The first man is young
and strong, and he can get $60 from hunting and $20 from
planting one day. The second man is old and weak, and he
can get only $20 from hunting and $10 from planting one day.
If one man is hunting, then another man cannot hunt at the
same time. And one person can only do one thing at the same
time. The problem is how to maximize the total profit?

From Table IV we can see, the young man can earn more
money both on hunting and planting ($60 per day and $20 per
day). However, if these values are divided by the summation of
his ability ($80 per day), we can get two ratios: 3/4 and 1/4.
We can get two ratios of the old man using same way: 2/3
and 1/3. Which means, although the young man can earn more
money on planting than the old man, compare to themselves
total ability, the old man is better at planting. Actually, to
let the young man hunt and let the old man plant, they can
maximize the profit, totally $70 per day.

In economics, this kind of modified advantage is called
comparative advantage [12]. If we take term distribution as
a human’s ability, the basic idea of comparative advantage
is to scale the term distribution by the total sum of the
corresponding cluster, so that the clusters with different sizes
can compete equally. Specifically, the term distribution of each
cluster is normalized as follows:

W ′
ip =

Wip∑m
q=1 Wiq

, i = 1, 2, . . . , k; p = 1, 2, . . . , m (3)

If W ′
ip is the maximum among all i = 1, 2, . . . , k, we say

that the ith cluster is comparatively stronger than other clusters
in the pth term.

We use a “ruler” to indicate the comparative advantages for
term distributions. The pth element of the ruler is defined as
follows:

ruler[p] = arg max
1≤j≤k

W ′
jp, p = 1, 2, . . . , m (4)

That is, if the ith cluster is comparatively the strongest in
the pth term, the pth element ruler[p] of the ruler will be i.

For any given document represented by an m-dimensional
feature vector doc = (v1, v2, . . . , vm), its label is defined as
follows:

label[d] = arg max
1≤j≤k

Vi (5)

where Vi is given by

Vi =
∑

1≤q≤m
ruler[q]=i

vq (6)
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C. Weighted Comparative Advantage

The CA we discussed above is called simple comparative
advantage (CAS). It is because for each term, the CAS only
indicates the “strongest” cluster, but without the information of
“how strong”. Actually for equation 3, W ′

ip also includes the
comparative strength between terms. If W ′

ip is the maximum
among all p = 1, 2, . . . , m, the pth term is the most important
term for representing the ith cluster. Without this kind of
information, the result will lose some accuracy. Let’s take an
example.

Suppose we have two clusters, the ith term’s weight of
cluster 1 W ′

1i = 0.08, for cluster 2 W ′
2i = 0.09; and for term

j, W ′
1j = 0.5 and W ′

2j = 0.1. For simple ruler, we can get
ruler[i] = 2 and ruler[j] = 1. If a document vector has same
value both on vi and vj , according to equation 6, Vi = Vj ,
which will be difficult to define label for this document.

To solve this problem, we can use weighted comparative
advantage (CAW) strategy. The ruler using this strategy is
called weighted ruler, it is a 2 × m dimensional matrix, the
first row is as same as simple ruler:

rulerw[0][p] = rulers[p] (7)

and

rulerw[1][p] = W ′
ip, i = rulerw[1][p] (8)

where sulers is simple ruler and rulerw is weighted ruler.
Then the Vi is defined by:

Vi =
∑

1≤p≤m
rulerw[0][q]=i

vq × rulerw[1][p] (9)

if we use weighted ruler.
From equation 6 and 9 we can see, to define cluster label

for a given document, both of them only need to calculate m
times.

D. Clustering method

Based on the above discussions, we proposed a new
clustering algorithm similar to k-means. The algorithm also
uses Lloyd’s algorithm, and is described as follows:

Step 1: Initialize the clusters.
Step 2: Calculate the ruler from the current partition.
Step 3: Use the ruler to get a new partition.

The program will stop if the ruler does not change, other-
wise return to step 2. Note that in Step 1, we may initialize
the clusters at random, or select document randomly as the
initial term distribution, or using some existing clustering
algorithm, say k-means. Intuitively speaking, after clustering,
all documents in the same cluster will share the same important
key terms.

TABLE V
PROPERTIES OF DATA SETS

Number of document Truncation Dimension
CLASSIC3 3983 df/n > 0.2% 3780
Original CLASSIC3 3893 all 19929
MEDLINE 1033 all 7256
CISI 1460 all 11012
CRANFILED 1400 all 5040

NSF3 4303 df/n > 0.2% 5392
Original NSF3 4303 all 18721
ASTRONOMY 846 all 5736
BIOLOGY 1954 all 12548
COMPUTER 1503 all 8489

TABLE VI
CONFUSION MATRIX OF 3 CLUSTERS ON CLASSIC3

CISI CRANFILED MEDLINE

π†
1 1448 13 21

π†
2 8 1386 6

π†
3 4 1 1006

Total 1460 1400 1033

IV. EXPERIMENTAL RESULTS

A. General considerations

To verify the proposed method, we obtained two sub-
sets named as CLASSIC3 and NSF3. CLASSIC3 is a sub-
set from SMART system - one of the most popular test
beds where the vector space based algorithm is successfully
implements. It contains 3893 documents by merging the
MEDLINE, CISI and CRANFILED sets. MEDLINE contains
1033 abstracts from medical journals, CISI constains 1460
abstracts from information retrieval papers, and CRANFIELD
contains 1400 abstracts from aeronautical systems papers
(ftp://ftp.cs.cornell.edu/pub/smart). NSF3 contains 4303 ab-
stracts of the grants awarded by the Nation Science Founda-
tion. We collected 846 abstracts from astronomy area, 1954
abstracts from biology area and 1503 abstracts from computer
science area.

We removed the title and author, kept abstract information.
Then the documents were changed into vector as in Section
2. After removing common English stopwords, and merging
mutual words, the CLASSIC3 collection contained 19929
unique words and the NSF3 collection contained 18721 unique
words. Then we use a naive truncation method to reduce the di-
mensionality: To remove the words whose document frequency
is less than 8 (roughly 0.2% of the documents). Table V shows
the properties of original data set and dimensional reduced data
set.

We clustered data from 3 to 16 clusters, totally 14 cases,
and use criteria functions to evaluate the results, respectively.

For each cluster case, we conducted 100 times runs and
calculated the average value. Since both of the proposed
algorithm and k-means algorithm are using Lloyd’s searching
algorithm, they are initialization sensitive algorithm. In order
to keep consistency, for each run, they used the same randomly
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Fig. 3. Precision of CLASSIC3

initialized point. That is, to select k documents as the mean
vector for the first step of k-means, and for term distributions
of the proposed method also.

The precision, overlap rate and CPU times per iteration are
used for criteria functions in this study.

For each partition, we can get a k × 3 dimensional con-
fusion matrix with the element aij represents the number of
documents in the ith cluster with class label j. Each cluster
is assigned a class label by finding the major class in this
cluster. The precision can be calculated from confusion matrix
by using the following equation:

p =
∑k

i=1 max (aij)
n

, (j = 1, 2, 3) (10)

The overlap rate is a simple way to evaluate the quality of
partition. It is defined as:

OR =
1
M

∣∣∣ k⋂
i=1

Ωi

∣∣∣ (11)

where Ωi is the set of representative key terms for the ith
cluster, and M is the number of representative terms used
in each cluster, M < m. For our experiments, the top 38
important terms were chosen. If OR equals to 1, all clusters
will share the same key terms. If OR equals to 0, the sets of
important key terms in all clusters are completely different.

B. Experimental results

The confusion matrices in Table VI shows that the 3 clusters
π†

1, π†
2 and π†

3 produced by CAW clustering algorithm. We can
see from the table that the proposed method do clustered the
given document set in a reasonable way.

The experimental results are given in Figure 3 to 8. From
these results we can make the following observations:

The proposed methods and k-means algorithm are com-
parable in sense of precision. However, for bigger number
of clusters, our method may not work well. It is because
the proposed method only uses an m dimensional “ruler” to
classify documents to k clusters. For each cluster, there are
m/k dimensions on average. If k is small, major differences
are enough to distinguish the class label of document, if k is
big, the information for identifying a cluster will be smaller.
Let’s take an extreme case for example, if k = m, m = n,

Fig. 4. Precision of NSF3

Fig. 5. Overlap Rate of CLASSIC3

Fig. 6. Overlap Rate of NSF3

Fig. 7. CPU time of CLASSIC3

the m dimensional clustering problem degrades to a “1”
dimensional clustering problem. That is to say, for each cluster,
only one dimension is used to calculate distance. This kind of
dimensionality reduction will lose some information.

551



Fig. 8. CPU time of NSF3

Compare with the high dimensionality of term-space, the
number of cluster k is a small enough number. For each cluster,
enough information will be assigned for each cluster. The
proposed methods made the best use of the sparsity of text
data.

The CAW can get partitions with higher precision than
CAS. The reason has been described in III.C. Intuitively
speaking, comparative advantage indicates the relative strength
between clusters, and the weight of comparative advantage
indicates the strength between weight of terms. Moreover, from
Figure 5 and Figure 6 we can see it can also get a smaller
overlap rate than both CAS and k-means.

Since all the methods use Lloyd’s algorithm, the average
iteration times of proposed algorithms are similar as k-means.
However, the CPU time for each iteration is very different.
Figure 7 and Figure 8 show the results of CPU time for
each iteration in seconds. As we know, for most clustering
algorithms, the major computation involves comparison of two
vectors. Suppose there are n documents in a Rm dimensional
term-space, and the number of cluster is k, for classical k-
means, we may get the following C code implements the
classical k-means algorithm with double-loop:
Classification function of K-means

for (i=0;i<k;i++){
for (j=0;j<m;j++){

distance[i] +=
doc[j]*center[i][j];

}
}

From the code above we can find that for k-means, the
computation complexity of one iteration is O(k × m).

The classification function by a ruler uses a single loop:
Classification function of CAS

for (j=0;j<m;j++){
distance[ruler[j]] +=
doc[j]*ruler[j];

}

If we use weighted ruler, actually the procedure won’t cost
any extra time, the C code is:
Classification function of CAW

for (j=0;j<m;j++){
distance[ruler[0][j]] +=
doc[j]*ruler[1][j];

}

In comparative advantage based algorithm, the computation
cost for one iteration is O(m × n), since one ruler represents
all k centers. Theoretically speaking, the proposed method can
reduce k times in classification phase.

The experimental results on the same PC shows that the
computation cost of CAS and CAW are almost same. For 3
clusters case, the proposed methods accelerated about 1.8 times
than k-means; and about 12.9 times faster than k-means for 16
clusters case. Note that the CPU time is not just classification
time, it also contains other procedures.

V. CONCLUSION

In this paper, we have proposed a fast clustering algo-
rithm based on weighted comparative advantage (CAW) for
sparse text data. Compared with k-means, it can reduce the
computation cost by compressing k centroids into one simple
”ruler”. The results show that the proposed method can get a
comparable precision with k-means but much faster. Compare
with simple comparative advantage based clustering algorithm
(CAS), CAW can not only get a partition with higher precision,
but also a smaller overlap rate in sense of representative key
terms. Moreover, it doesn’t require any extra computation time.

As a future study, we would like to propose more efficient
and effective search algorithms to get better clustering results.
The proposed algorithm will be applied for dimension reduc-
tion for text data. And the performance will be compared with
SVD, PCA or some other dimension reduction methods.

REFERENCES

[1] J. B. MacQueen, “Some Methods for classification and Analysis of
Multivariate Observations”, Proceedings of 5-th Berkeley Symposium on
Mathematical Statistics and Probability, Berkeley, University of California
Press, pp.281-297, 1967.

[2] J. A. Hartigan, Clustering Algorithms. Wiley, 1975.
[3] J. A. Hartigan and M. A. Wong, “A K-Means Clustering Algorithm”,

Applied Statistics, Vol.28, No.1, pp.100-108, 1979.
[4] Jie Ji, Qiangfu Zhao, “Comparative Advantage Approach for Sparse Text

Data Clustering”, Proceeding of IEEE 9-th International Conference on
Computer and Information Technology, Xiamen, China, 2009.

[5] Salton, G. and Buckley, C, “Term-weighting approaches in automatic
text retrieval,” Information Processing & Management 24(5), pp.513-523,
1988.

[6] Bauer, Laurie, Introducing linguistic morphology, 2nd Ed., Washington,
D.C., Georgetown University Press, 2003.

[7] Frakes, W.B. and R. Baeza-Yates, Information Retrieval: Data Structures
and Algorithms, Prentice Hall, Englewood Cliffs, New Jersey, 1992.

[8] Stuart P. Lloyd, “Least Squares Quantization in PCM,” IEEE Transactions
on Information Theory, vol.28, no.2, pp.129-137, 1982.

[9] Inderjit S. Dhillon and Dharmendra S. Modha, “Concept Decompositions
for Large Sparse Text Data Using Clustering”, Machine Learning, vol.
42, Jan. 2001, pp. 143-175, doi: 10.1023/A:1007612920971.

[10] Salton, G. and M. J. McGill, Introduction to Modern Retrieval, McGraw-
Hill Book Company, 1983.

[11] A. O’Sullivan & S.M. Sheffrin, Economics. Principles & Tools, 3th Ed.,
Prentice Hall, 2002.

[12] Hardwick, Khan and Langmead, An Introduction to Modern Economics,
5th Ed., Financial Times/ Prentice Hall, 1999.

552



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


