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Abstract- This paper discusses a integrated perceptual
system for intelligent control of a service robot. The
robot should be able to perceive the environment flexibly
to realize intelligent behaviors. We focus on the
perceptual system based on the perceiving-acting cycle
discussed in ecological psychology. We propose a
perceptual system composed of the retinal model and the
spiking-neural network to realize concept of the
perceiving-acting cycle. The proposed method is applied
to the robot arm equipped with a 3D-range camera. This
proposed method features the robot detects the invariant
information of a dish, for example the contrast of a
distance Information or a luminance information. As
experimental results, We show that the integrated
perceptual system can adapt effectively in the dynamic
environment.

Keywords- Arm Robots, Perceiving-Acting Cycle,
3D-Range Camera, Spiking-neural network

I. INTRODUCTION
ECENTLY, various types of intelligent robots have
been developed for the society of the next generation.

In particular, intelligent robots should continue to perform
tasks not only in given environments like factories but also
real environments such as houses, commercial facilities and
public facilities. These intelligent robots equip a lot of
sensors for measuring environment. The recent sensors are
very advanced such as high definition CCD (charge-couple
device) cameras, scanning range finders and 3D-range
cameras. The intelligent robots can measure huge volume of
information at a time. However, these robots are difficult to
detect necessary information from the huge volume of
information in real time. Despite this, the intelligent robots
should perceive the facing situation and take suitable action
in real time.
We also are developing intelligent service robot systems

for clearing dishes from the table in a restaurant. Fig.1 shows
the plan of an intelligent service robot system overview. The
interaction tool recognizes an order from human gestures or
voice [1]. The robot arm removes dishes from the table to a
tray robot. At the same time, the robot arm gets
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environmental information such as size, weight and position
of dishes from an intelligent space server [2]. An intelligent
space server keeps newest environmental information by
using CCD cameras and RFID (radio-frequency identification
device) tags. In this paper, we develops the control of robot
arms for clearing the table by using 3D-range camera. The
3D-range camera can measure depth distance and luminance
at the same time. The robot arm with 3D-range camera
should consider huge volumes of environmental data.
The researches on visual systems also consider the huge

volumes of data. The researches on visual systems are very
active because the intelligent robots can get necessary
information from CCD cameras by various image processing
method. Various types of features such colors and shapes can
be extracted from a camera image [3], [4]. These features are
used for perceiving the environment. Therefore, we have
discussed the methodologies for the active perception by
CCD cameras [5]. However, it is difficult to detect necessary
information due to the lighting condition and high
computational cost.
On the other hand, human can perceive necessary

information easily from huge volumes of environmental
information. In the field of psychology, Gibson developed
ecological approach to visual perception [6]. Ecological
approach emphasizes the importance of perception and action

Fig. 1. The intelligent service robot system overview

RFID Tag

RFID
reader/writer

Mobile Robot

Interaction Tool

Arm Robot
Intelligent Space

Server

SMC2009978-1-4244-2794-9/09/$25.00 �2009 IEEE

Proceedings of the 2009 IEEE International Conference on Systems, Man, and Cybernetics
San Antonio, TX, USA - October 2009

978-1-4244-2794-9/09/$25.00 ©2009 IEEE
955



interacting with an environment. There are many important
concepts, such as invariant, affordance, resonance and
perceiving-acting cycle in ecological approaches. In
ecological psychology, the smallest unit of analysis must be
the perceiving-acting cycle situated in an intentional context.
The coupling of perceptual system and action system is very
important. The perceptual system extracts perceptual
information to be used for making action outputs. Here the
importance is to extract perceptual information for persisting
with a series of motions to take an intentional action. In
addition, the output of the action system constructs the
spatiotemporal context for the specific perception with the
dynamics of the environmental change. The perceptual
system must search for and select perceptual information
required by a specific action. Therefore, we have been
proposed the perceptual system based on the ecological
psychology [7].
For all of these discussions, we propose the control

method based on the perceiving-acting cycle. Especially, we
focus on the perceptual system for the active perception and
the direct perception of intelligent robots. We experiment
with a dish detection task by using a robot arm with
3D-range camera for the effectivity of the proposed method.
This paper is organized as follows; Section II explains

human visual perception from viewpoint of neurophysiology
and ecological psychology. Section III explains our robot
system and explains the proposed method based on the
perceiving-acting cycle. Section IV explains experimental
results. Finally, Section V concludes this paper.

II. VISUOPERCEPTUAL FUNCTION OF HUMAN
This section explains visual perception of a human. The

model of visual perception is discussed in terms of
neuropsychology and ecological psychology. While
neuropsychology can be discussed from the sensing devices,
ecological psychology can be discussed from the perceptual

Fig. 2. Cell distribution in the retina
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systems. Therefore, we should sequentially integrate the
theories and concepts of these two fields.

A. The Retinal Structure Based on a Viewpoint of
Neurophysiology
The retina is a light sensitive tissue lining the inner

surface of the eye. The retinal receptors convert the light
patterns into neural signals. The retinal receptors can be
divided into two groups of cones and rods. Cone cells are
associated with daylight vision and color vision, while rod
cells are associated with night vision. Fig.2 shows the cell
distribution of the retina [8]. The solid line shows the
distribution of cone cells in the center of retina. The cone
cells have an advantage of perception of high discriminating
sensitivity on colors and shapes, but it is difficult for them to
perceive fast-paced action over 5 [Hz]. The density of retinal
receptors is not uniform over the retina, but the density is the
highest in the fovea and gradually becomes low towards the
periphery of the retina. This is called foveal vision. This
means the foveal vision can perceive the detailed static
information in the narrow range of attentiveness. The dash
line shows the distribution of rod cells on the retina. The rod
cells have an advantage of perception for quick motions, but
they have a disadvantage of low discriminating sensitivity on
colors and shapes. This is called peripheral vision. This
means the peripheral vision can perceive the dynamic
information in a wide range. Thus a human can perceive the
environment flexibly by collaboration with different
functions.

B. The Invariant for Perceiving-Acting Cycle
This subsection explains the concept of perceiving-acting

cycle based on ecological psychology. The concept of
perceiving-acting cycle maintains the coupling of perceptual
system and action system in ecological psychology [6]. The
perceptual system and the action system restrict each other
through interaction with the environment. When the
perceiving-acting cycle forms a coherent relationship with
the environment, the specific perceptual information
generates the specific action outputs like reactive motions.
We consider the couple of perceptual system and action
system situated to the facing environment as one phase of
the perceiving-acting cycles. In particular there is an
important idea that is invariant on perceptual system in
above discussion.
The invariant is not obtained by inferences from input data

but is obtained by direct perception. For example, Lee
verified that the �-coupling is used as a direct perception
when a human perceives the approach of objects [9]. Turvey
verified that the dynamic touch is also considered as one of
direct perceptions when a human perceives the length of
objects without using eyesight [10]. The common theory of
the above examples is that a human directly perceives the
important information required for taking suitable actions
like �-coupling. The invariants extracted as the perceptual
information can be obtained based on the coupling structure
of the physical body with the environment. Therefore, we
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should take the concept of direct perception into account to
realize the flexible perception, and we apply the concept of
perceiving-acting cycle for the control of the perceptual
system. The essence of the perceiving-acting cycle is to
extract and use invariants.

I I I . P E R C E P T U A L S Y S T E M B A S E D O N
PERCEIVING-ACTING CYCLE

This section explains the proposed method based on the
perceiving-acting cycle. First, we explains the robot arm and
the 3D-range camera for experiments. Next, we propose the
perceiving-acting cycle model based on the Ecological
Psychology and the Neurophysiology.

Fig. 3. Preliminary experimental results of contrast extraction filter (a)The
image data view by gray scale image. (b)Luminance data is measured by
SR-3000. (c)Distance data is measured by SR-3000. (d)The result of
contrast extraction filter output by luminance data. (e)The result of contrast
extraction filter output by distance data.
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A. THE INTELLIGENT SERVICE ROBOT SYSTEM OVERVIEW
We use the robot arm for clearing the table robustly in a

restaurant. We use the robot arm "Katana" that has been
developed by Neuronics AG. The Katana has 5-DOF
(degree-of-freedom) and has 6 motors including a gripper.
The Katana is bolted to the table. The control orders of
Katana are each motor speed and position. In the control of
Katana, we apply a concept of a robot technology
middleware (RT-Middleware) [11]. The Katana equips the
lower part of the hand position with a 3D-range camera
"SR-3000" for measuring environment (see Fig.3 (a)). The
SR-3000 has been developed by MESA Corporation [12].
The SR-3000 is range camera that can measure
3-dimensional distance up to 7.5 [m]. The SR-3000 can
output the measuring data as luminance data and distance
data on the Cartesian axis. The resolution of SR-3000 data is
a spatial QCIF (176�144 pixels) (see Fig.3 (a)). Therefore,
the intelligent robot with SR-3000 should consider huge
volumes of data, in this case the distance data and luminance
data are 25344-direction respectively at a time.

B. The Invariant for the Detection of a Dish
This subsection explains the proposed method based on

the invariant. The basic function of a retina detects the high
contrast areas in the visual information on neuropsychologic
study. Therefore, we apply a filter of contrast extraction
based on neighborhood processing. The value of the point,
I[n ,n ], in an original image is updated into the value of the0 1

point, I'[n ,n ], by the filter based on the mask of 5�5 pixels0 1

in the following equation (1).

(1)
where v is a maximum value in the mask, v is amax min

minimum value in the mask.
Fig.3 shows the preliminary experimental results of a

contrast extraction filter applied to the luminance and the
depth distance. Fig.3 (a) is a gray scale image based on the
luminance data measured by SR-3000. There is a bowl in the
bottom of the image. Fig.3 (b) and (c) are original data view
of the luminance and the depth distance respectively. Fig.3
(d) and (e) are contrast the results obtained by the extraction
filter of the luminance and the depth distance respectively. In
these results, the contrast of a bowl is strengthened on both
the luminance and the depth distance. However, the edge of
table is strengthened in the result of luminance, because the
difference of shading is strengthened (Fig.3 (b), (d)). On the
other hand, the difference of concavo-convex shape is
strengthened in the result of depth distance (Fig.3 (c), (e)).
Therefore, the filter used to the distance data is less affected
to the edge of the table. The luminance and depth distance
should be considered based on the environmental situation.

C. The Retinal model based on foveal vision
This subsection shows the proposed method based on the

retina. The example of removing dishes, humans perceive a
size, a color and a shape of a dish, while they do not need

minmax

minmax
10 ],['

vv
vvnnI
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perceive a quick action. In this case humans perceive a dish
by the ability of the foveal vision basically. Therefore, we
focus on the mechanism of the foveal vision, and propose a
method for updating the density corresponding to the visual
attention used for the information extraction. In this paper,
we propose the retinal model to perceive a dish based on the
foveal vision. Fig.4 shows a model for realizing the
mechanism of the foveal vision. The center of the visual
field is defined a 40�40 pixel area at the surround of a gaze
point as the foveal area, because the angle of 40 pixels in
SR-3000 is corresponding to the angle of 10 degrees in
foveal vision (see Fig.2). In this area measured at every 2
[pixel], and the periphery of the visual field is located at
every 6 [pixel]. Also the gaze point can be controlled for
detecting the necessary information. By using this
mechanism, the robot can pay attention to only necessary
information and ignore other unnecessary information. In
addition, the number of inputs is reduced into 1060 from
25344. Therefore, the proposed method can be expects to
reduce high computational cost.

D. Spiking-Neural Network for Perceptual System
In the perceiving-acting cycle model, we should consider

the interaction with a perceptual system and an action
system, and also should consider a spatiotemporal context
generated by their interaction. The artificial neurons are
classified into pulse-coded and rate-coded neuron models
from the viewpoint of abstraction level. A pulse-coded neural
network is often called a spiking neural network (SNN). We
apply the SNN to realize the concept of perceiving-acting
cycle for extracting a dish. There are two main reasons for
applying the SNN. The first one is that the SNN can be
considered as a model dealing with the spatiotemporal
context easily than the other NN, because the SNN has
internal state based on the capability of temporal coding and
the capability of noise reduction by integration of input data.
The second one is that the SNN is highly harmonic with the
discrete-time system like embedded device, because the SNN

Fig. 4. A retinal model for foveal vision
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outputs time series of pulses.
We use a simple spike response model to reduce

computational cost [13]. The internal state of the ith neuron,
h (t), is calculated as follows;i

(2)

(3)
where � is the discount rate (0< � <1.0); w (t) is weightsyn syn j,i

from jth neuron to ith neuron; p (t) is an excitatoryEPSPj

postsynaptic potential (EPSP) of the jth neuron at the
discrete time t; h (t) is the refractoriness of the neuron; q (t)refi i

is an external input; N is the number of neurons. When the
ith neuron is fired, R is subtracted from h (t) in therefi

following,

(4)
where � is the discount rate (0< � <1.0). When the h (t) isref ref i

larger than the predefined threshold � for firing, ai

presynaptic spike output is done as follows;

(5)
The presynaptic spike output is transmitted to the next layer
according to EPSP. The EPSP of the ith neuron, p (t), isEPSPi

calculated as follows;

(6)
where � is the discount rate (0<�<1.0); T is the time
sequence to be considered. The learning of weight
parameters is performed based on the temporal Hebbian rule
in the following;

(7)
where � is the discount rate for weight updating, � is thewgt wgt

learning rate.
Fig.5 shows the layout of the spiking neurons composed

of three types of sensor neurons. First one is sensor neurons
for detecting the input of contrast in SR-3000 data. Each
neuron is assigned uniformly in the same interval, and sums
up the output after the retinal model. Second one is action
input neurons for the target velocity of lengthwise arm
movement. The last one is action input neurons for the target
velocity of widthwise arm movement. These sensor neurons
are called D-Neuron, L-Neuron, and W-Neuron respectively.
Fig.6 shows the relationship between D-neurons, L-neurons
and W-neurons. D-Neurons are connected each other, and
also L-Neurons and W-Neurons are connected to each
D-neurons. However, unidirectional connection exists from
the L-Neurons to W-Neurons, and from W-Neurons to
L-Neurons. L-Neurons and W-Neurons play the role in the
prediction of the future position of the detection of a dish
occurring from the moving behavior of the robot arm.
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The most frequently fired neuron, that means the neuron
with the highest EPSP, is selected for calculating the relative
position. The position of the selected neuron's is related to
that a dish when the highest EPSP value is larger than the
threshold including hysteresis. Furthermore, the central
position of the retinal model is updated by using the relative
position. In this way, the neurons detect the relative position
of the dish, and the measured distance corresponding to the
sensing direction used in the neuron, is available as the input
for the retinal model.
Fig.7 shows the flow chart of all algorithms. We consider

that the perceptual system is composed of the integration
with different specific perceptual module. In previous
researches, we have shown the effectivity of the
perceiving-acting cycle model based on uni-modal sensory
input. However, the proposed method based on uni-modal
sensory input could not consider the suitable sensory input in
the facing environment [7]. Therefore, we propose the
perceptual system that integrates with the luminance
perception and the depth distance perception. The luminance
perception module and the depth distance module are
calculated in parallel at the same time. And the integrated
outputs PI (t) are calculated as follows.EPSPj

Fig. 5. Layout of the SNN neurons
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(8)
PL (t) and PD (t) are the output of (6) that the input isEPSPi EPSPi

the luminance and the depth distance respectively. The
highest EPSP neuron is selected and the next gaze position.
This proposed method is expected to detect a dish well,
because the dish on the table has higher luminance contrast
and the higher depth distance contrast.

IV. EXPERIMENTAL RESULTS
This section shows experimental results. The experimental

condition is shown as follows. The position of the robot arm
is fixed and the change on the table is observed by SR-3000.
A bowl is moved around on the table by human hand. The
task is to detect and trace a bowl by the proposed perceptual
system in such a dynamic environment. We experiment on
the dish detection by using 3 types of the sensory input. The
first is the proposed method with both inputs of luminance
and depth distance (Case 1). The second is the proposed
method with only inputs of depth distance (Case 2). The
third is the proposed method with only inputs of luminance
(Case 3).
Fig.8 and Fig.9 shows experimental results of the

integrated perceptual system in the dynamic environment.
Fig.8 (a), (b) and (c) show snapshots of Case 1, Case 2 and
Case 3 respectively. Case 1 can detect a dish correctly (see
Fig.8 (a)). Case 2 detects a human hand, and Case 3 detects
the edge of image. Fig.9 shows experimental results of gaze
movement. Fig.9 (a) shows gaze movement of lengthwise
direction on SR-3000 image. Fig.9 (b) shows gaze movement
of widthwise direction on SR-3000 image. The heavy green
line indicates the trajectory of a dish movement. In this
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Fig. 7. Flowchart based on perceiving-acting cycle in multiple perceptual
system
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result, Case 1 and Case 2 can trace a dish, however Case 2
fails detection of a dish like Fig.8 (b) at 10 second. This
reason is that it is difficult to discriminate between the height
of a dish and the height of a human hand from the table.
Case 3 fails detection of a dish like Fig.8 (c) at 3 or 8
second, because the contrast of luminance is high at edge of
image. That is the reason why the contrast of luminance is
high near the peripheral area of the image, because SR-3000
is an active sensor and its irradiating light is not uniform.
Therefore luminance has highly difference between the
central area of the image and the peripheral area of the
image. In these experimental results, the integrated
perceptual system can perceive environment suitably,
because the proposed method consider both features of depth
distance and luminance. Therefore, the integrated perceptual
system can adapt effectively in the dynamic environment.

V. CONCLUSION
This paper proposed the perceptual system for an

intelligent service robot based on the perceiving-acting cycle.
The model of perceiving-acting cycle constructed from the
retinal model and the SNN. We show that the integrated

Fig. 8. Snap shots of each experimental results (a)The sensory inputs are
depth distance and luminance (b)The sensory input is only depth distance
(c)The sensory input is only luminance.
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Fig. 9. Experimental results of gaze movement (a)Gaze movement of
widthwise direction (b)Gaze movement of lengthwise direction
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perceptual system can adapt effectively in the dynamic
environment. Furthermore, the integrated perceptual system
design is easy because each specific perception is designed
separately. On the other hand, we do not give a specific
target because the main purpose verifies the model based on
the perceiving-acting cycle. To realize target dish detection,
the robot should update the input parameters based on the
specific target. As future works, we need consider a planning
phase that important to concept of the situation-intention
cycle.
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