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Abstract—Dynamic Voltage Scaling (DVS) has been largely adopted as an effective technology for reducing energy consumption in embedded systems. Since the usage of DVS may affect the timing constraints of a hard real-time system, over the last decade, several pre-runtime as well as runtime scheduling approaches have been developed to tackle such an issue. Nevertheless, both have drawbacks that can be mitigated using a joint approach. This paper proposes a hybrid DVS scheduling approach for energy-constrained hard real-time systems, taking into account overheads, precedence and exclusion relations. The proposed method adopts a formal model based on time Petri nets in order to provide feasible schedules that satisfy timing and energy constraints.

Index Terms—Hard Real-Time Systems; Dynamic Voltage Scaling; Petri Nets; Formal Models

I. INTRODUCTION

Energy consumption in embedded systems has received considerable attention over the last years due to the great proliferation of portable devices. In this context, DVS (Dynamic Voltage Scaling) has been one of the most studied technologies for providing energy saving in these systems. Adjusting CPU supply voltage has great impact on energy consumption, since the consumption is proportional to the square of supply voltage in CMOS microprocessors [10]. However, lowering the supply voltage linearly affects the maximum operating frequency.

Regarding hard real-time systems, several pre-runtime and runtime scheduling approaches have been developed to simultaneously cope with DVS and stringent timing constraints. However, those approaches have advantages as well as limitations. In the context of runtime scheduling, the advantages include flexibility and adaptability to changes in the environment. Nevertheless, runtime methods may provide infeasible results when considering arbitrary intertask relations [20] and may generate a significant overhead (time and energy) during system execution, for instance, due to calculations for managing task executions.

On the other hand, for a given specification, pre-runtime approaches can find a feasible schedule, if one exists, satisfying the specified constraints (e.g., intertask relations). Moreover, since schedules are generated at design-time, pre-runtime approaches also provide predictable executions with lower overheads than runtime counterparts. Despite the previous advantages, these methods are inflexible, in the sense that they cannot benefit from slack times that may occur due to earlier completion of tasks (at system runtime). The reader may refer to [20] for a comprehensive comparison between runtime as well as pre-runtime scheduling approaches.

To take advantage of both methods, this paper proposes a hybrid scheduling for hard real-time systems, considering DVS, intertask relations and overheads (such as preemption and voltage/frequency switching). As a broader view, the method begins applying the pre-runtime scheduling to generate a feasible schedule satisfying the specified constraints. At system runtime, a lightweight scheduler checks for earlier tasks’ completions. If a task finishes its execution in lesser time than its respective worst-case execution time, and the constraints allow (e.g., release time), the scheduler adjusts the voltage/frequency level for executing the next task, such that energy consumption is improved. Additionally, the proposed method adopts time Petri nets for pre-runtime schedule generation as well as for qualitative analysis and verification.

This work is an extension of the software synthesis method described in [17], which aims to generate predictable code for hard real-time systems with energy constraints. New results regarding the pre-runtime scheduling algorithm are presented as well as results concerning the runtime scheduler.

II. RELATED WORKS

Many scheduling methods, for instance, [1], [4], [8], [15], [9], have been developed to cope with voltage scaling in time-critical systems. Works, such as [1], [15], are based on runtime scheduling policies, which can greatly improve energy consumption as shown by their experimental results. A subset of those runtime techniques applies a preprocessing for defining an initial voltage for each task before runtime. Indeed, this can be viewed as a hybrid approach, which mixes runtime and pre-runtime methods. However, some of these works do not properly tackle overheads related to voltage/frequency switching, preemption, and runtime calculations, as well as neglect precedence and exclusion relations.

Few works, for instance [2], [3], [5], have been developed to deal with intertask relations. Nevertheless, those scheduling methods either do not consider both precedence and exclusion relations or do not properly tackle runtime overheads.

As an alternative, this paper proposes a hybrid DVS scheduling method for hard real-time systems, taking into account runtime overheads (preemptions and voltage/frequency switching), intertask relations (precedence and exclusion), and, also, utilizes a formal model based on time Petri nets. The pre-runtime scheduling algorithm is a depth-first search method,
which seeks for a feasible schedule that satisfies stringent timing constraints and does not surpass an upper bound in terms of energy consumption. Different from other approaches (e.g., [21]), the algorithm does not necessarily generate an optimal solution due to the size of the state space (see Section V), but it looks for a solution that meets all non-functional requirements provided in the system specification. Besides, the adopted non-functional requirements allow the practical utilization of feasible schedules in the implementation of real systems. To take advantage of slack times that may occur at system runtime, a lightweight runtime scheduler is adopted to improve energy consumption without violating the constraints previously met by the pre-runtime schedule.

III. Preliminaries

This section presents fundamental concepts for a better understanding of the proposed method.

Specification Model. The specification model is composed of: (i) a set of periodic tasks with bounded discrete time constraints; (ii) intertask relations, such as precedence and exclusion relations; (iii) a discrete set of supply voltages and their respective CPU’s maximum frequencies; and (iv) the system energy constraint.

Let $T$ be the set of tasks in a system. A periodic task is defined by $\tau = (ph, r, c, d, p)$, where $ph$ is the initial phase; $r$ is its release time; $c$ is the worst-case execution cycles (WCEC) required for the execution of task $\tau$; $d$ is its deadline; and $p$ is its period. In this work, sporadic tasks are also considered by translating them into equivalent periodic tasks [20]. Tasks may have precedence and exclusion relations between them. A task $\tau_i$ precedes task $\tau_j$, if $\tau_j$ can only start executing after $\tau_i$ has finished. A task $\tau_i$ excludes task $\tau_j$, if no execution of $\tau_j$ can start while task $\tau_i$ is executing.

Let call $V$ and $F$ be two sets of discrete CPU supply voltage levels and frequencies, respectively, in which $|V| = |F|$. $\forall f \in F \to V$: $F$ (voltage-frequency function) is a bijective function that maps each voltage level to one, and only one, processor execution frequency, which is the maximum operating frequency at that supply voltage. In this work, voltage/frequency levels that do not provide energy saving due to the leakage current are not considered in the scheduling process.

In addition, the system energy constraint ($e_{max}$) needs to be defined, which sets an upper bound in terms of energy consumption that a schedule must not surpass. In other words, $e_{max}$ is adopted by the scheduling algorithm to search for a feasible schedule, in which the energy consumption of all tasks executions do not violate such upper bound. Moreover, since the designer previously knows the schedule period (Section IV) and, for instance, may have some insights about the battery limitation in the final system, he can enforce a desired maximum energy consumption related to the execution of all tasks in a feasible schedule.

Computational Model. Computational model syntax is given by a time Petri net [11], and its semantics by a timed labeled transition system. A time Petri net (TPN) is a bipartite directed graph represented by a tuple $N = (P, T, F, W, m_0, I)$, where $P$ (set of places) and $T$ (set of transitions) are non-empty disjoint sets of nodes. The edges are represented by $F$, where $F \subseteq A = (P \times T) \cup (T \times P)$. $W : A \to \mathbb{N}$ represents the weight of the edges, such that $W(f) = \{(i) x \in \mathbb{N}, i f (f \in F), (ii) 0, i f (f \notin F)\}$. A TPN marking $m_i$ is a vector $(m_i \in \mathbb{N}^{|P|})$, and $m_0$ is the initial marking. $I : T \to \mathbb{N} \times \mathbb{N}$ represents the timing constraints, where $I(t) = (EFT(t), LFT(t)) \forall t \in T$, $EFT(t) \leq LFT(t)$. $EFT(t)$ is the Earliest Firing Time, and $LFT(t)$ is the Latest Firing Time. Due the lack of space, the reader is referred to [16], [17] for further information.

IV. Modeling Real-Time Systems

The proposed modeling method adopts a bottom-up approach, in which a set of composition rules are considered for combining basic building block models. The set of basic models have been conceived for automatic pre-runtime schedule generation, where the schedule period ($P_S$) corresponds to the least common multiple (LCM) of all tasks’ periods. Within this period, several task instances (of the same task) might be carried out, such that $\forall (\tau_i) \in P_S / p_i$ gives the number of instances for each task $\tau_i$. Once a feasible schedule is generated, the same schedule will be infinitely often executed during system execution.

In order to present each building block, consider the model depicted in Fig. 1, which represents the following specification: $T_1 = (0, 0, 240 \times 10^6, 20, 20)$ and $T_2 = (0, 5, 60 \times 10^6, 15, 20)$. For this specification, the preemptive scheduling method is assumed, and the following voltage/frequency levels are considered: $e_{max} = \{(1V, 10MHz), (2V, 20MHz)\}$. Moreover, an unavailable voltage/frequency level of 1.5V/15MHz is also taken into account. In this case, the unavailable voltage can be “simulated” using the 2 immediately neighboring CPU voltages [4]. The building blocks are explained as follows:

a) Fork Block. Supposing that the system has $n$ tasks, the fork block is responsible for starting all tasks in the system. This block models the creation of $n$ concurrent tasks.

b) Periodic Task Arrival Block. This block models the periodic invocation for all task instances in the schedule period ($P_S$). A transition $t_{ph}$ models the initial phase of the task first instance. Similarly, transition $t_a$ models the periodic invocation (after the initial phase) for the remaining instances and transition $t_e$ represents a task instance release. The reader should note the weight $(a_i = N(\tau_i) - 1)$ of the arc $(t_{ph}, p_{wa})$, in which this weight models the invocation of all remaining instances after the first task instance. The timing intervals of transitions $t_{ph}$, $t_a$, and $t_e$ are the timing constraints depicted in the specification, in this case, $ph_i$ (phase), $p_i$ (period), and $r_i$ (release) of task $\tau_i$.

c) Voltage Selection Block. For each available voltage, this block represents every possible voltage selection for executing a task instance.

d) Non-preemptive Task Structure Block. Considering a non-preemptive scheduling method, the processor is just...
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C can be obtained by assuming a voltage \( v \in V \) and the respective maximum frequency \( f = \nu f(v) \), task computation time \( (C) \) can be obtained by \( C = [c_i/f] \), where \( c_i \) is the task \((\tau_i)\) WCEC. Fig. 2(a) shows that time interval of computation transition \( t_{ci} \) has bounds equal to the task computation time at a specific voltage \((\lfloor C.C \rfloor)\).

**Fig. 1. Example Model**

Fig. 2. Non-Preemptive Task Structure Blocks

e) Preemptive Task Structure Block. In this particular scheduling method, tasks are implicitly split into subtasks, in which the computation time of each subtask is exactly equal to one task time unit (TTU). This method allows running other conflicting tasks, in this case, meaning that one task may preempt another task.

f) Non-Preemptive Task Structure with 2 Voltages Block and g) Preemptive Task Structure with 2 Voltages Block. If the CPU provides a small number of discrete voltage levels and an ideal voltage is not available \((v_{\text{ideal}} \notin V)\), the two immediate neighbor voltages \((v_{\text{ideal}-}, v_{\text{ideal}+} \in V)\) to the ideal one can be adopted for reducing energy consumption [4]. For a better understanding, a task may be divided in two parts. The first part is executed at the immediate higher voltage in relation to the ideal one \((v_{\text{ideal}+})\), and the second part is executed at the immediate lower voltage \((v_{\text{ideal}-})\). These blocks model a task instance executing at two different voltages considering non-preemptive (Fig. 2(b)) and preemptive executions. \( C_1 \) represents the computation time of the first part of the task executing at \( v_{\text{ideal}+} \), and \( C_2 \) represents the computation time of the second part of the task executing at \( v_{\text{ideal}-} \). Without loss of generality, these blocks resemble the task structure blocks presented previously. For further information related to the time instants at which the voltage changes, the reader is referred to [4].

h) Deadline Checking Block. Deadline missing is an undesirable situation when considering hard real-time systems. Therefore, the scheduling algorithm should not reach deadline missing states, since these states do not allow finding out feasible schedules.

i) Join Block. Usually, concurrent activities need to synchronize with each other. The join block states that all tasks in the system have concluded their execution in the schedule period.

Due to lack of space, the reader is referred to [16] for information about the building blocks for modeling overheads (e.g., voltage/frequency switching and preemption) and inter-task relations (precedence and mutual exclusion).

V. PRE-RUNTIME SCHEDULING

The proposed scheduling activity adopts a pre-runtime scheduling approach, in which a feasible schedule is generated at design-time. As stated in [20], a prime advantage of
pre-runtime scheduling methods over runtime approaches is predictability. This work conducts the pre-runtime scheduling through a depth-first search algorithm [16] that generates a subset of the state space related to the time Petri net. A partial state space is generated since the scheduling algorithm does not produce the subsequent states of a path whenever either timing or energy constraints are violated.

This section provides new results of the pre-runtime scheduling algorithm [16] regarding its complexity.

**Complexity.** In order to provide an estimation of the state space size generated when considering the proposed method, it is assumed $n$ non-interacting tasks, each one with $k$ local states. Hence, the respective state space size is $O(k^n)$ [18]. In general, the number of local states ($k$) of each task is somewhat affected by the following attributes: (i) the number of task instances; (ii) the number of available voltages for the task; (iii) the respective release interval; and (iv) when regarding preemptive tasks, the arc weights that represent the computation time at a specific voltage (which is affected by the adopted task time unit).

The complexity of the state space is not only related to the adopted formalism, but, primarily, due to the scheduling problem in question. For instance, other formal methods, such as process algebras and automata, face similar complexity to tackle this scheduling problem.

Regarding time complexity, the execution time of a depth-first search method is generally bounded by $O(e) = O(v^2)$, in which $e$ and $v$ are the number of edges and nodes of a graph, respectively. Since the state space of Petri nets is usually represented by a reachability graph [12] and the estimated size of the proposed model’s state space is $O(k^n)$, the execution time related to the pre-runtime scheduling algorithm is bounded by $O((k^n)^2) = O(k^{2n})$.

Section VII provides the execution time as well as the number of states actually reached by the adopted scheduling algorithm.

### VI. Handling Dynamic Slack Times

During system runtime, slack times (CPU idle times) may appear due to tasks’ early completion. In order to take advantage of such slacks for reducing even more energy consumption, a lightweight runtime scheduler is proposed for adjusting the starting times as well as the voltage/frequency levels associated to each task instance.

Before presenting the runtime scheduler algorithm, some concepts are required firstly. The pre-runtime schedule is partitioned in several *time slices* of the same size, in which each slice corresponds to one task time unit, and the total amount is equal to the LCM. These slices can be grouped into segments in such a way that represent task executions. Such segments are denominated *task segments*, and each one is represented by an interval ([start, end]). When a task is not completely executed within a segment, the task is preempted, in other words, it is carried out through more segments. Moreover, a global clock (clock) is adopted for tracking the current time (e.g., the accumulated number of time slices). Taking into account the

---

1. scheduler() 
2. nextSegment = retrieveNextSegment();
3. taskInstance = nextSegment.taskInstance;
4. if(nextSegment not exists || taskInstance.release == nextSegment.start) 
5. [return; //keep the pre-runtime schedule]
6. [nextSegment.start = taskInstance.release]
7. [return; //keep the pre-runtime schedule]
8. if(taskInstance.release == clock) 
9. [nextSegment.start = taskInstance.release]
10. else [nextSegment.start = clock + schedulerWCET ]
11. if (energy saving compensates the overhead) 
12. [adjust voltage according to Ishihara's theorem [4] and the new execution window (nextSegment.end - nextSegment.start);
13. Prepare dispatcher to execute at nextSegment.start;]
14. else [return; //keep the pre-runtime schedule]
15. } 
16. }

---

Fig. 3. Runtime Scheduler Algorithm

In order to check the early completion of a task instance, the runtime scheduler is executed at the end of each segment, in such a way that its execution does not conflict with the dispatcher execution. Firstly, the scheduler verifies which is the next segment (line 2) in the pre-runtime schedule, since it is the candidate for adjusting the respective voltage/frequency level as well as the start time. If there is no segment to be executed - the remaining segments are returns from preemption of finished instances or the last segment was already executed - the original pre-runtime schedule is kept (line 6). Also, the pre-runtime schedule is not changed whether the start time of the next segment is equal to the release time assigned to the respective task instance. Considering that there is an available segment, the respective start time is set so that the release time is not violated (line 8 and 10). If the next segment can be promptly started, the start time is tuned to take into account the scheduler WCET (worst-case execution time). It is worth noting that the adjustment is only performed whenever the improvements compensate the scheduling overhead (line 12).

---

For a better understanding, consider the schedule depicted in Fig.4(a), which is composed of the following segments: (i) $\tau_1 = [1,2]$; (ii) $\tau_2 = [2,4]$; (iii) $\tau_3 = [4,6]$; (iv) $\tau_4 = [6,9]$; and (v) $\tau_5 = [9,10]$. A DVS platform based on [13] is adopted, considering the following voltage/frequency levels: $vff = \{1.04V, 20MHz\}, \{1.07V, 30MHz\}, \{1.26V, 50MHz\}, \{1.38V, 60MHz\}$. Moreover, assume that the energy consumption is $0.54nJ/cycle$ at 60MHz, $0.45nJ/cycle$ at 50MHz, $0.34nJ/cycle$ at 30MHz, and $0.31nJ/cycle$ at 20MHz. In this example, if task $\tau_2$ completes its execution earlier at 7, the proposed scheduler attempts to adjust the voltage/frequency level as well as the start time of the next segment ($\tau_4$).
Considering that \( t_4 \) release time is equal to 6, \( t_4 \) can start its execution earlier and, also, it can utilize a lower voltage/frequency level (Fig.4(b)). Assuming that WCEC of each task are \( c_1 = 50 \times 10^6 \), \( c_2 = 150 \times 10^6 \), \( c_3 = 100 \times 10^6 \), \( c_4 = 60 \times 10^6 \), the energy consumption is reduced from 0.1305J (early completion of task \( t_2 \)) to 0.1167J (Fig.4(b)).

VI. EXPERIMENTAL RESULTS

This work has conducted some experiments to evaluate the proposed pre-runtime and runtime scheduling algorithms. Firstly, experiments related to the pre-runtime scheduling are presented, and, next, results concerning the runtime scheduler are described.

Pre-runtime Scheduling. Table I summarizes the experiments adopted to evaluate the pre-runtime scheduling algorithm. In this table, real-world applications as well as custom-built examples (that simulates real-world situations) are taken into account. The column task represents the number of tasks; inst. represents the number of tasks’ instances; sch. is the number of states of the feasible schedule; found counts the number of states actually verified for finding a feasible schedule; w/DVS is the energy consumed (in joules) by the found feasible schedule using DVS; o/DVS is the energy consumed in joules by an alternative schedule that disregards DVS; lpedef is the energy consumed (in joules) by a schedule generated using the optimal scheduling mechanism proposed by Yao et al., considering discrete voltage/frequency levels [9]; and *time* expresses the algorithm execution time (in seconds) for finding the feasible schedule. All experiments were performed on a Pentium D 3GHz, 4Gb RAM. Linux, and compiler GCC 3.3.2.

For a better comprehension, the following paragraph give an overview of each case study.

<table>
<thead>
<tr>
<th>Case Study</th>
<th>task</th>
<th>inst</th>
<th>sch</th>
<th>found</th>
<th>w/DVS</th>
<th>o/DVS</th>
<th>lpedef</th>
<th>time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Evo. Ex</td>
<td>4</td>
<td>4</td>
<td>48</td>
<td>141</td>
<td>0.2474</td>
<td>0.2132</td>
<td>0.17090</td>
<td>0.0012</td>
</tr>
<tr>
<td>2. Example 3</td>
<td>6</td>
<td>4</td>
<td>435</td>
<td>516840</td>
<td>0.00049</td>
<td>0.00105</td>
<td>0.00049</td>
<td>33.2000</td>
</tr>
<tr>
<td>3. Example 4</td>
<td>6</td>
<td>4</td>
<td>437</td>
<td>516840</td>
<td>0.00049</td>
<td>0.00105</td>
<td>0.00049</td>
<td>33.2000</td>
</tr>
<tr>
<td>4. Example 4</td>
<td>6</td>
<td>4</td>
<td>437</td>
<td>516840</td>
<td>0.00049</td>
<td>0.00105</td>
<td>0.00049</td>
<td>33.2000</td>
</tr>
<tr>
<td>5. CNC Control</td>
<td>8</td>
<td>8</td>
<td>629</td>
<td>235852</td>
<td>1.10080</td>
<td>0.02500</td>
<td>0.00440</td>
<td>291.2216</td>
</tr>
<tr>
<td>6. Pulse Oximeter</td>
<td>3</td>
<td>10</td>
<td>83</td>
<td>4268</td>
<td>0.00021</td>
<td>0.00023</td>
<td>0.00014</td>
<td>0.2347</td>
</tr>
<tr>
<td>7. MP &amp; GSM</td>
<td>8</td>
<td>360</td>
<td>381</td>
<td>313213</td>
<td>313213</td>
<td>3.86200</td>
<td>4.76600</td>
<td>3.85410</td>
</tr>
</tbody>
</table>

Experiments 1 and 2 are based on example 2 of [20], which demonstrates a situation where pre-runtime approaches can find feasible schedules. For those experiments, runtime methods may not provide feasible solutions due to exclusion relation between tasks. In the same way, experiment 3 is based on figure 2 of [19], which shows another situation where runtime approaches may not deal properly with. Experiment 4 is depicted on Table 1 in [9] and does not consider any intertask relation. In this case, the proposed approach finds a feasible schedule that consumes the same amount of energy as [9], which is the Yao’s algorithm extended with discrete set of voltages. Experiments 5 [7], 6 [6], and 7 [14] are real-world applications, which have been utilized with the purpose of assisting the evaluation of the proposed approach. In their respective specifications, exclusion relations are considered in experiment 5, non-preemptable tasks and precedence relations are take into account in experiment 6, precedence relations are regarded in case study 7.

The adopted case studies demonstrate that the pre-runtime scheduling algorithm has provided meaningful results (Table I), since it has significantly reduced the number of visited states, found feasible schedules in which runtime counterparts may not, and, also, allowed energy saving by the adoption of DVS.

For a better visualization, Fig.5(a) depicts the estimated lower and upper bounds for each case study, regarding the state space size. Due to the large difference of sizes, this figure depicts all values as a power of ten (i.e., the exponents are presented). As the reader should note, the number of states visited by the scheduling algorithm is several orders of magnitude smaller than the whole state space in most experiments. Besides, the algorithm tends to visit a minimal number of states, mainly, due to the techniques adopted to reduce the state space (e.g., preprocessing). Taking account execution time, assume that 50μs is the average time to reach a single state. Such time has been obtained considering the execution time of each experiment as well as the number of visited states. In this context, Fig. 5(b) depicts the estimated lower and upper bounds in seconds for the algorithm execution in each case study. At first sight, the reader should observe that Fig. 5(b) resembles Fig. 5(a). Indeed, the execution time is associated with the number of visit states, and the time is also benefited by the techniques adopted to control the state space.

Regarding energy consumption, Fig. 5(c) depicts a comparison between feasible schedules generated by the proposed approach (with DVS), alternative schedules without DVS, and optimal solutions provided by Yao’s Algorithm (LPEDF). In this figure, the energy consumption is normalized considering the highest value in each case study. Analyzing the results, the proposed approach generated feasible schedules that consume only 24% more energy (in average) than Yao’s optimal solution and, in some experiments, provided the same consumption. Besides, it is important to emphasize that Yao’s method does not consider precedence and exclusion relations. In other words, the values provided in column lpedef (Table I) assume a set of independent tasks, thus, the respective schedules are not feasible for most case studies. Nevertheless, those values still serve as an interesting parameter for comparison purposes.

Runtime Scheduler. An experiment based on case study 2 has been adopted to highlight some features related to the proposed runtime scheduler. In this experiment, 7 concurrent tasks with precedence and exclusion relations were analyzed executing on a real hardware platform based on [13]. In order to evaluate the runtime scheduler, 4 tasks varied their execution cycles at the same time from 100% to 10% in relation to each task WCEC. Fig. 5(d) depicts quantitative data, in which the energy consumption values are normalized.

Comparing the runtime scheduler (scheduler) with an approach based only on the dispatcher (only dispatcher), the results show a significant reduction in the energy consumption with the former (more than 40% in one scenario). The dispatcher only follows the schedule table and performs no
action to improve the consumption due to changes in the task executions. Additional savings can be obtained adjusting the dispatcher to reduce the voltage/frequency level to the minimum level during the idle periods (idle 10MHz). Nevertheless, the runtime scheduler still provides better results. Instead of switching to the minimum voltage/frequency level, consider the dispatcher turns off the microcontroller in the idle periods (idle DPM). Reducing to the minimum level seems more efficient, but the runtime scheduler provides greater savings. Besides, mixing DPM and the minimum voltage/frequency level (idle DPM/10MHz) slightly improves the consumption in some situations, regarding the idle periods. Nevertheless, the runtime scheduler can save 10% more energy in relation to such an approach.

VIII. CONCLUSION

This work presented a hybrid scheduling approach for energy-constrained hard real-time systems, considering DVS, overheads and intertask relations. The main idea is to mix the predictability of a pre-runtime scheduling method with the flexibility of a runtime counterpart, in such a way that energy consumption is minimized without affecting the specified constraints. Results demonstrated the feasibility of the proposed hybrid approach, in the sense that a significant amount of energy can be saved if tasks execute less than the respective WCET.

As future work, we are planning to extend the proposed scheduling mechanism in order to consider multiple processors.
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