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Abstract—In recent years, the demand for efficient systems which can capture and learn human skills has become increasingly important. In this paper an approach for acquiring and recognizing human assembly skills is presented. The underlying workflows of assembly skills are captured by using a simple multi-sensor data glove and camera tracking. To avoid the processing of redundant information, at first the relevant tasks of a workflow are identified by analyzing measuring information of the multi-sensor capturing system. Thus, only relevant data is comprised in the representation of a workflow. Unlike common approaches a workflow is modeled as entire unit using a continuous Hidden Markov Model (HMM). The recognition process of input patterns is based on an adaptive threshold model that can identify known workflow patterns and non-meaningful input patterns as well.

I. INTRODUCTION

The idea of skills capturing and transfer has become increasing important in recent years. This increased the demand for efficient systems that can capture and learn human skills. In most of the cases human skills are transferred to robot manipulators. The aim of the manipulator is to execute tasks with a better performance. In such a transfer process a human operator is captured while performing workflows repeatedly until sufficient data is available in order to train the manipulator. After the training the manipulator is able to perform complicated movements independently and efficiently. A popular example is descended from the field of medicine, where a surgical agent was developed to precede fine operations [1]. Over the past years not only the idea of training the machine has been developed, but also the idea of a machine acting as a trainer. For the implementation of this concept, two steps must be considered. First, the machine must learn the skill. Second, the machine should be able to recognize workflows that describe the skill and to support a human in acquiring the skill. The challenge of this idea is to develop adequate skill learning and workflow recognition processes. Therefore an appropriate mathematical representation of the skill is essential.

To create a system that is based on a human skill, the corresponding skill must be captured from humans and transferred to the system. A representation is required that represents the skill in a natural way. Humans acquire a skill through an incrementally improving process. It is difficult to describe how the information is processed and which are the criteria for the selection of control actions. Moreover, it has to be taken into account that human performance is of stochastic nature. I.e. human actions are always characterized by variations, even if the same action is performed twice. More clearly, no one can draw identical lines without the use of a straight edge. Apart from that, a human is featured with a large amount of sensors which are activated when performing a task. Since it is nearly impossible to consider all those sensors when capturing the workflow, it is important to choose significant features to be measured. To summarize, the process of skill capturing and learning is subject to noise and uncertainties. The major difficulties in transferring human skill to autonomous systems lie in modeling the skill and understanding its learning process.

Many approaches of transferring human skill show how a workflow of a certain skill can be represented, trained and recognized using Hidden Markov Models (HMM), but in almost every case one or more discrete HMMs referencing isolated or linked tasks are used (e.g. [2]). None of those approaches concentrates on a way to model an entire workflow sequence. This paper presents a new approach to capture and acquire assembly skills. It focuses on the modeling of entire workflows using HMMs and on the choice of appropriate features describing the underlying workflow. A simple multi-sensor system is proposed that captures assembly workflows performed by a human. The acquisition of relevant feature vectors, which are used for the skill learning process and during the classification of input patterns, is described. Each workflow is represented by only one continuous Hidden Markov Model. That way, the expenditure of time in the recognition process can be reduced.

II. RELATED WORK

A lot of research in the field of skills learning and transfer has been made in the recent years. One of the most popular applications is the skill transfer on manipulators or autonomous robots. The aim is to teach a machine to execute movements demonstrated by a user more precisely. The most commonly used technique in this field of study is the so-called Programming by Demonstration (PbD) [3]. The idea of PbD is to specify a task solution or to describe knowledge in general not by explicitly programming each detail, but by demonstrating several examples of a task or problem solution [4]. This leads to a much easier and a more natural way of adapting an automatic system of any kind to the users needs. In fact, the paradigm of PbD has already been investigated for user-interfaces [5], graphical editors [6] and office automation.
systems [7]. In each case the system acts as an observer of a human performing tasks and tries to learn from these observations and/or dialogs with the user. Thus, such a user-adaptive system learns typical action sequences from the user and tries to apply them autonomously, if it encounters a similar situation the next time [8].

Several robot programming systems that follow the PbD paradigm, have been developed [9]–[12]. Most of these systems are focused on the task of reconstructing trajectories and manipulations, demonstrated by a user. Their goal is to reconstruct and replicate demonstrations or at least a set of environmental states with the highest possible accuracy. Other systems try to abstract from the user demonstration representing sub-goals that are important for a successful task solution. In either case, the system learns from examples provided by a human.

In most of the cases the PbD paradigm is applied to a specific predefined movement scenario such as grasping and peg-and-hole tasks. In [13] an artificial cognitive system is described that is capable of performing grasping in a learning-by-demonstration framework. The work focuses on the evaluation, recognition and modeling of human grasp during the arm transportation sequence and on the learning and representation of grasp strategies. The system methodology is motivated by human control strategies and the learning is induced by human demonstration. The system itself is represented by a manipulator. The model of human grasp movement is evaluated and recognized considering the arm transportation sequence.

In [2] an approach to assembly skill representation and acquisition using Hidden Markov models is proposed. An assembly skill is represented by a hybrid dynamic system consisting of a discrete event controller and a process monitor. In this approach an assembly task is characterized by the allowed contact configurations of the objects involved in the task. The working principle is verified for a planar peg-in-the-hole assembly. Yang et al. [14] formulate the skill learning paradigm, have been developed [9]–[12]. Most of these systems are focused on the task of reconstructing trajectories and manipulations, demonstrated by a user. Their goal is to reconstruct and replicate demonstrations or at least a set of environmental states with the highest possible accuracy. Other systems try to abstract from the user demonstration representing sub-goals that are important for a successful task solution. In either case, the system learns from examples provided by a human.

In most of the cases the PbD paradigm is applied to a specific predefined movement scenario such as grasping and peg-and-hole tasks. In [13] an artificial cognitive system is described that is capable of performing grasping in a learning-by-demonstration framework. The work focuses on the evaluation, recognition and modeling of human grasp during the arm transportation sequence and on the learning and representation of grasp strategies. The system methodology is motivated by human control strategies and the learning is induced by human demonstration. The system itself is represented by a manipulator. The model of human grasp movement is evaluated and recognized considering the arm transportation sequence.

B. Hidden Markov Models

As mentioned above, a Hidden Markov Model is a doubly stochastic process based on Markov chains. When an HMM is generating a sequence, a certain state is visited and an observation is emitted depending on the emission probability distribution of the current state. Then a new state is chosen depending on the state transition probability distribution. Thus, the model generates two strings of information: An underlying state path and a sequence of observations. Since only the observation sequence is observable, the underlying state path is hidden, i.e. the states can not be observed. In other words, the HMM extends the Markov Model by emission probability distributions. It is characterized by the following parameters:

- The number of states \( N \), denoted as \( S = \{ S_1, S_2, \ldots, S_N \} \).
- The state transition probability matrix \( A = \{ a_{ij} \} \),
  \[ a_{ij} = P[q_{t+1} = S_j | q_t = S_i], \quad 1 \leq i, j \leq N \]
  where \( q_t \) denotes the actual state at time \( t \) and \( a_{ij} \) is the transition probability of taking the transition from state \( S_i \) to state \( S_j \).
- The emission probability matrix, that is \( B = \{ b_j(\alpha_t) \} \), where \( \alpha_t \) denotes an observation at time \( t \).
- The initial state distribution vector \( \pi = \{ \pi_i \} \),
  \[ \pi_i = P[q_0 = S_i], \quad 1 \leq i \leq N \]

To indicate the complete parameter set of the HMM, the model can be written as follows:

\[ \lambda = (A, B, \pi) \]

C. Continuous Observation Densities

Quantizing continuous signals or vectors via codebooks etc. to a finite alphabet of observation symbols is not always useful, since discretization can lead to the loss of important information. Thus, it can be advantageous to use HMMs with continuous observation densities. In this case, the continuous observation densities \( b_j(\alpha_t) \) in the HMM are created by using a parametric probability density function (pdf) or a mixture of several functions. To ensure a consistent reestimation of the pdf parameters some restrictions have to be taken into account.
The most common representation of the pdf is a finite mixture of the form
\[
b_j(o_t) = \sum_{k=1}^{M} c_{jk} b_{jk}(o_t), \quad j = 1, 2, \ldots, N
\]
where \( M \) is the number of mixtures, \( o_t \) is the vector being modeled and \( c_{jk} \) is the mixture coefficient for the \( k \)-th mixture in state \( j \) [16]. The \( b_{jk}(o_t) \) can be any log-concave or elliptically symmetric density, e.g. Gaussian,
\[
b_{jk}(o_t) = \mathcal{N}(\mu_{jk}, \Sigma_{jk})
\]
with mean vector \( \mu_{jk} \) and covariance matrix \( \Sigma_{jk} \) for the \( k \)-th mixture component in state \( j \). The feature vectors should be designed to avoid redundant components, to keep the elements outside the diagonal of the covariance matrices small. Furthermore it should be taken into account that the size of the covariance matrices increases with the square proportional to the dimension of the feature vectors. More details about continuous observation densities can be found in [15].

D. Training of Hidden Markov Models

In the HMM training, the model parameters are adjusted to maximize the probability of the observation sequences of the training samples. Since there is no optimal way of estimating the model parameters, we choose \( \lambda \) such that \( P(\text{observation sequence}|\lambda) \) is locally maximized using the Baum-Welch reestimation algorithm [17]. This algorithm iteratively reestimates the parameters based on the probability of partial observation sequences. Since the Baum-Welch procedure only finds a local maximum the choice of appropriate initial parameters is vitally important.

IV. WORKFLOW CAPTURING AND ACQUISITION

In our approach we assume an assembly skill to be a humans skill to perform dedicated assembly workflows to reach a certain goal. A workflow itself consists of different tasks, which can also comprise more simple subtasks. Since we want to be able to acquire different workflows, the system must be able to recognize different workflows correctly. Therefore a careful analysis of the recognition process must be made. The performance rate, while distinguishing between the two workflows, is a crucial factor in this recognition process. For this reason, we capture the workflow using sparse and simple sensor data. Furthermore we try to extract simple but expressive information from the captured data to generate the feature vectors. The movements and actions that a human is executing when performing a workflow are captured by using different sensors. Various samples of those workflow performances are captured and used to train the corresponding workflow model in order to obtain the best possible representation of the workflow.

Our assembly skill scenario comprises two different assembly workflows. In the first one three stacked plastic bricks are replaced and stacked one over another (Fig. 1, left). In the second workflow the three stacked bricks are placed next to each other (Fig. 1, right). Both scenarios assume, that start and end position of the bricks are fixed. The performance of the workflow is captured by using various sensors. The human operator is wearing a simple data glove equipped with a pressure sensor at each fingertip and a marker (Fig. 2). Using camera tracking the position of the marker and hence the path of motion of the hand performing the assembly is detected.

A. Representing the Workflow

Each of the two assembly workflows described above consists of many different tasks, such as taking one brick and replacing it, moving the hand towards the remaining bricks etc. To avoid the processing of irrelevant information we extract the relevant tasks of the workflow. We define the workflows to consist of three relevant tasks, one task corresponds to the replacement of one brick. The operators actions during leaving one brick and taking another one are ignored. Thus, only relevant information is processed. The corresponding features extracted from these tasks can be combined to construct one Hidden Markov Model for the whole workflow.

1) Data Capturing and Feature Modeling: The sensor data that is captured and stored during the human performance of an assembly workflow is divided into two groups. One group of the sensor information sources are the pressure sensors of the glove. Another information source is a camera, which tracks the position and orientation of the hand using marker tracking. Each pressure sensor delivers a value that denotes the pressure intensity. The data glove returns a five-dimensional vector per frame, which consists of the values delivered by the pressure sensors (i.e. one value per finger). If the marker tracking is active, it provides every frame a transformation matrix containing information about the position and orientation of the hand. By analyzing the information delivered by the pressure sensors the relevant tasks defined above can be detected and extracted. The humans hand (i.e. the marker on the glove) is only tracked, if the pressure sensors of the thumb and at least one more finger are delivering positive values. That
way, the movement of the human operators hand is only considered when holding or moving a brick. The movement between placing a brick and touching another one will not be covered in the collected training data. It will also not be taken into consideration in the representation of the workflow. The model representing the workflow will describe only the three parabola-like movements while replacing the bricks.

Combining the information of pressure sensors and camera tracking has also another advantage. Beginning and end of a relevant task (replacing a brick) can be easily detected. If no pressure values are delivered for several frames it can be assumed that the task execution is finished. In the case that pressure values are detected for a single frame, it can be treated as measurement error and skipped for further processing. Thus, outliers and measurement errors are reduced in the collected training data. The collected data is saved in the form of sequences of 8-dimensional feature vectors in a log-file which will be later used for training the model. The feature vectors contain the combined information of both sensors, one value for each pressure sensor and three values containing the position of the hand.

2) Modeling the Workflow: For each of the workflows (stacking bricks, placing bricks side by side) one HMM is modeled. Instead of creating a reference model for each relevant task of the workflow, a reference model for the entire workflow is created. This model consists of left-right-Hidden Markov Model with continuous observation densities. In a left-right-HMM its is not allowed to do transitions into states whose state indices are lower than the current state index, i.e. the states proceed from left to right (Fig. 3a). Accordingly left-right-HMMs can readily model signals whose property change over time [15], what is a desirable property for our aim. To avoid the loss of information in the captured workflow data when quantizing it and also to avoid the process of quantization itself, continuous observation densities are used.

Since we treat a workflow as an entire sequence and not as a sequence of independent tasks, the states of the model do not correspond to the relevant tasks. I.e. the number of states in the model must not necessarily match with the number of the relevant tasks describing the workflow. This leads to the advantage that the choice of number of states is more flexible. Depending on the complexity of the workflow it can be useful to increase the number of states to get a better representation of the workflow. The optimal number of states is determined experimentally by varying the number, training the corresponding model and checking the recognition and performance rates. To reduce the time complexity of the recognition process the number of states and mixtures in the model should be kept as low as possible, but nevertheless sufficient for reliable recognition rates. The goal is to find the model that describes the underlying workflow well, while possessing the minimal number of states and components mixtures for the emission probability density.

The continuous probability density of the observations is represented by a mixture of Gaussians. To obtain the emission probability matrix the mixture components must be determined. These mixture components can be defined using the well-known k-means clustering algorithm [18]. This algorithm can be used to cluster objects based on attributes into a given number of partitions. It finds centers of natural clusters in the data represented by the mixtures. In terms of workflow modeling the k-means algorithm is used to determine clusters in the captured workflow data that is represented by feature vectors. The initial state distribution for a left-right-HMM is defined as:

$$\pi_1 = 1 \quad and \quad \pi_i = 0, \quad i \neq 1$$

For the determination of the initial values of the state transition probability matrix, the characteristics of the left-right type of the model must be considered (1). The non-zero values of the matrix are obtained using a uniform distribution (2).

$$a_{ij} = 0 \quad j < i$$

$$(1)$$

$$a_{ij} = \frac{1}{N_x}$$

$$(2)$$

where $N_x$ denotes the number of non-zero values in the matrix in line $i$, i.e. the number of possible destination states when starting a transition in state $i$.

B. Training of the workflow model

To get the best possible representation of the workflow, the model parameters of the workflow HMM must be adjusted to the data that is captured during the performance of the task by a human expert, also called training data. The initial parameters, which are manually or experimentally assigned to the model, do not yet describe the workflow. They are only appropriate to be used as starting points for learning algorithms applied to the model. Adapting the model parameters to the training data means adjusting the state transition and emission probability matrices in order to maximize the probability that the model matches with the observation sequences. This is done using the Baum-Welch reestimation algorithm described in chapter III-D. To create the training data, a human operator is performing the assembly workflows several times. The workflow execution is captured and the obtained sensor data is stored as described in chapter IV-A1. This data is used to train the model.

V. WORKFLOW RECOGNITION

Besides the creation of the workflow models, the design of the recognition process is the second important factor. Various approaches do not consider non-meaningful input, but since we
have only a limited set of relevant workflows and an infinite large amount of irrelevant input, a recognition model is needed that can identify non-meaningful input patterns as well. Thus, it is not adequate just to choose the workflow HMM with the best likelihood as matching workflow. Also the assignment of a simple threshold as an additional constraint is not sufficient, because the likelihood for a correctly recognized sequence can vary largely amongst different workflow models.

Due to these reasons we propose a recognition process based on the adaptive threshold model introduced in [19] that uses the likelihood value of a threshold model for a given pattern as threshold. This approach makes use of the internal segmentation property1 of Hidden Markov Models. Such a threshold model is an ergodic HMM (Fig. 3b) that consists of state copies of all trained gesture models. It yields positive matching results with the patterns generated by the combination of subsequences of the predefined gestures in arbitrary order. Since the forward transition probabilities are reduced in the threshold model, for a correctly performed gesture the likelihood of the threshold model would be smaller than that of the dedicated gesture HMM. Hence, the likelihood can be utilized as an adaptive threshold. See [19] for more details.

Following this idea a recognition model is developed that has an HMM structure consisting of state copies of the workflow models. The emission probabilities and self-transition probabilities can be kept as in the workflow models. The emission probabilities and self-transition probabilities are obtained equally as probabilities can be kept as in the workflow models. The emission probability distributions and the self-transition probabilities are obtained equally as the emission probability distributions and the self-transition probabilities are obtained equally as in arbitrary order. Because of the reduced forward transition probabilities, the likelihood of the threshold model for a given pattern would be smaller than that of the dedicated workflow model. More clearly, a workflow pattern should best match with the corresponding workflow model and a non-workflow pattern with the threshold model. Thus, this likelihood can be used as an adaptive threshold for determining the proper workflow model or rejecting an input pattern (Fig. 4). The likelihoods of the input patterns are calculated using the Forward algorithm [15].

VI. EXPERIMENTAL RESULTS

As already mentioned, two different assembly workflows are considered in our experiments; stacking bricks and placing them side by side (Fig. 1). For both assemblies an HMM was created. 20 samples of a human operator performing the assemblies were captured and used for training the workflow models. After training the models, a human operator performed again some samples of precisely and imprecisely executed workflows, i.e. positive and negative examples. These samples were used as test data to evaluate the models and the recognition process. Among the negative examples we distinguish between imprecisely executed workflows that nevertheless reach the desired goal (i.e. stacking the bricks by executing not the desired parabola-like movements, Fig. 5 left), and differing workflows that pursue another goal (i.e. bricks are not placed side by side, Fig. 5 right).

Following this idea a recognition model is developed that has an HMM structure consisting of state copies of the workflow models. The emission probabilities and self-transition probabilities can be kept as in the workflow models. The remaining state transition probabilities are obtained equally as

\[ a_{ij} = \frac{1 - a_{ii}}{N - 1} \quad \text{for all } i, j \text{ with } i \neq j, \]

where \( N \) is the number of states. The initial probability of a state is result of the uniform distribution over all states:

\[ \pi_i = \frac{1}{N}, \quad i = 1, ..., N. \]

Since the emission probability distributions and the self-transition probabilities are kept from the workflow models, the states represent any subpattern of the reference pattern. The ergodic structure of the recognition model makes it match well with any patterns generated by combining the subpatterns in arbitrary order. Because of the reduced forward transition probabilities, the likelihood of the threshold model for a given pattern would be smaller than that of the dedicated workflow model.

![Fig. 4. Illustration of the recognition process using a threshold model.](image)

![Fig. 5. Negative samples: Imprecisely executed workflow (left) and differing workflow (right).](image)

<table>
<thead>
<tr>
<th>Log-likelihoods</th>
<th>Thresholds</th>
</tr>
</thead>
<tbody>
<tr>
<td>positive</td>
<td>imprecise</td>
</tr>
<tr>
<td>positive</td>
<td>imprecise</td>
</tr>
<tr>
<td>-1.702e3</td>
<td>-2.015e3</td>
</tr>
<tr>
<td>-1.640e3</td>
<td>-2.916e3</td>
</tr>
<tr>
<td>-1.500e3</td>
<td>-2.578e3</td>
</tr>
</tbody>
</table>

For both of the assembly scenarios, which are quite similar, the corresponding HMM was set up of 4 states and 8 mixture components. Using less than 8 mixture components increased the number of false positives in the recognition process, while using more than 8 mixtures did not lead to significant higher recognition rates. Figure 6 shows the log-likelihoods of the placing-side-by-side workflow model for given positive and negative test samples. The log-likelihoods of the positive samples are higher than those of the negative samples. Furthermore, the log-likelihoods of imprecisely executed workflows are higher than those of differing workflows. An inaccurately performed workflow is still a more desirable result, than a...
workflow that does not pursue the defined goal at all. Figure 6 shows also the thresholds and log-likelihoods of positive and negative samples of the placing-side-by-side scenario. It is obvious that the log-likelihoods for the positive samples are higher than the corresponding thresholds and for the negative samples they are lower than the threshold. Thus we can deduce that the recognition model delivers desirable results. The tests yield recognition rates of 75% for the stacking scenario and 70% for placing the bricks side by side. We strongly assume that this rates can be improved by using more training samples and including more features, such as the orientation of the hand and information about the bricks.

For samples of an imprecisely executed workflow that slightly differ from the desired one (e.g. not parabola-like but more straight movements, like moving the hand up, to the right, down), the log-likelihood is very close to the values for the positive samples. It is also higher than the threshold computed by the threshold model. Apparently the model works well for describing the general workflow, but is not necessarily appropriate to determine, if a workflow is executed exactly. This paper mainly deals with the methodology and technology needed to realize a workflow acquisition by using entire workflow models. A performance comparison with the common approaches is not available at this time, but will be the main issue of our further steps.

The experiments have been developed in the context of the European Integrated Project SKILLS, which deals with the capturing and transfer of human skill by means of multimodal interfaces.

VII. Conclusion and Future Work

This paper presents an approach to capture and acquire human assembly skills. It concentrates on the modeling of entire workflows using left-right Hidden Markov Models and on the choice of appropriate features. The left-right type of HMMs has the desirable property that it can readily model signals whose property change over time. A workflow is captured by using a simple data-glove equipped with pressure sensors and an optical marker. Only the relevant tasks of an assembly workflow, which are obtained automatically, are used for training and hence for representing the workflow. This avoids the processing of non-meaningful information and gives the human operator more flexibility in performing the workflow. The workflows are modeled using continuous left-right Hidden Markov Models. Thus, a quantization of the input data into discrete symbols is avoided. Since we want to acquire and recognize different workflows, a recognition process is developed that is capable to determine, if an input pattern corresponds to one of the known workflows or not. This process is based on an adaptive threshold model that calculates an individual recognition threshold for each input pattern. The experimental results show that our approach is appropriate for modeling and recognizing entire workflows.

In our further work we will integrate more information in the training process. Until now, neither the rotation of the human hand nor the position and orientation of the bricks are considered. Thus, we cannot decide, if the bricks are put down correctly or not (i.e. in horizontal or vertical orientation). In a next step this information will be encoded in the feature vectors. Also we will work on the the "on-the-fly"-recognition of input patterns and resultant augmentations. During the performance of a workflow the aim of the operator shall be recognized and, accordingly, information shall be augmented that supports the operator in performing the workflow. This would be a first step towards transfer of assembly skills from humans to humans using an automated system.
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