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Abstract— Robots in remote environments (e.g., emergency 
response) have many potential benefits and affordances, with 
imagery (or video) being a major, if not primary, affordance. 
However, remote imagery is usually affected by the keyhole effect, 
or viewing the world through a “soda straw.” This work focuses 
on reducing the keyhole effect by improving the viewing angle of 
the imagery using a novel method that produces results more akin 
to that provided by the human vision system. The method and 
early results are subsequently presented for this human eye like 
perspective for remote vision. 

Keywords—keyhole effect, remote vision, human eye like 
perspective, teleoperation 

I.  INTRODUCTION 
Robots in remote environments (e.g., emergency response) 

have many potential benefits [1] and affordances, with imagery 
(or video) being a major, if not primary, affordance. Imagery 
provides two primary benefits: scene awareness/observation 
and navigation. Scene awareness and observation allows 
human responders the ability to understand and create mental 
models of the remote environment that will assist them in a 
wide range of tasks [2, 3]. The second benefit, navigation, is 
important even in situations where the robots are designed to 
autonomously navigate. There are many navigational 
challenges present in emergency responses [4] that can cause 
the autonomous navigation to fail, thereby requiring a remote 
operator to teleoperate the robot (i.e., use imagery for direct 
navigation). Success in teleoperation is often dependent on the 
operator’s situational awareness (i.e. understanding of the 
robot’s immediate and large-scale environment) [5].  

These two benefits, scene awareness/observation and 
navigation, are best performed, however, with different 
viewpoints. Wickens and Prevett [6] have shown that ego- and 
near exo-referenced viewpoints are better for navigation and far 
exo- and world-referenced viewpoints are better for 
understanding the situation or scene awareness/observation. 
Others have shown that the near exo-reference viewpoint is 
better than ego-reference for teleoperation of robots [7]. 

Even with the near exo-reference viewpoint, there remain 
issues relating to the keyhole effect. The keyhole effect occurs 
when one views the world through a narrow field of view, such 
as viewing the world through a “soda straw” [8]. The main 

cause of the keyhole effect is that the natural dynamic 
relationship between the human perceptual system and the 
scene are decoupled [9]. Alternatively, the remote camera on 
the robot does not provide all the affordances of a real human 
eye. The three main affordances that are usually not provided 
are viewing angle [10], saccades or rapid eye motion [11, 12], 
and stereoscopic vision [10]. The stereoscopic vision 
affordance is not as important for understanding the scene, as 
the human vision system only accommodates (i.e., adapts) 
within the first twenty feet [12] and after that the error between 
perceived distance and physical distance increases greatly [13]. 
The other two affordances are important for scene 
understanding.  

A. Viewing Angle 
The human eye has a 200-degree viewing angle [11]; 

however, the detail, or visual resolution, across this arc is not 
constant. The eye has two viewing elements: rods, for light and 
dark vision, and cones, for color vision [12]. The distribution of 
these elements varies with angular distance from the center of 
the eye so that the center of the eye is responsible for details 
(e.g. reading text) and the periphery is responsible for context 
(see Fig. 1). 

There have been several approaches to break or reduce the 
keyhole effect by increasing the viewing angle. The solutions 
generally follow one of four approaches. One approach has 
been to change the viewpoint reference to near exo-referenced; 
thereby effectively increasing the viewing angle [7]. Another 
approach has been to use multiple cameras to create a 
perspective folding view (i.e, one camera viewing the center 
and four cameras viewing the edges in the shape of a plus “+”) 
[8]. A third approach has been to use a fish-eye lens [14], while 
the fourth approach employs an omnidirectional lens [15]. 
Although these approaches have increased the viewing angle 
and have been found to be useful in certain contexts, none of 
these approaches provides the same perspective affordances as 
the human eye. The near exo-referenced view and the 
perspective folding view provide the same image detail across 
the entire arc, which, if increased to 200-degrees may result in 
issues such as motion sickness [10]. The fish-eye view and the 
omnidirectional view provide varying degrees of image detail 
across the arc, but in a distorted space that is unlike that 
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provided by the human eye. The human eye center vision is 
relatively undistorted, it is the periphery vision that is distorted 
and provides less detail [12] (Fig. 2). Both fish-eye and 
omnidirectional views do not provide this undistorted center 
vision. A fish-eye view may appear to provide an undistorted 
center area; however, it is still radial distorted (i.e. a horizontal 
line above the center point will appear as a curve line in the 
center area and not a horizontal line). 

 
The concept of a human eye-like perspective builds on the 

perspective folding view concept [8]. The perspective folding 
view increases the viewing angle; however, it achieves this 
increase by using five cameras. A limitation is that the five 
cameras may require more bandwidth than is possible to 
provide in remote environments [7]. Furthermore, the resulting 
image provides the same level of detail across the entire arc, 
which is fundamentally different from the way that the human 
eye samples the world. This paper focuses on increasing the 
viewing angle in a manner that more closely approximates the 
perspective provided by the human eye. 

This paper focuses on addressing the viewing angle 
affordance by proposing a method for presenting a human eye 
like perspective. The following sections present the details of 
this approach, provide resulting images, and discuss findings 
and future work. 

II. METHOD 
The human eye like perspective method combines two 

images viewing the same point in space from the same, or 

approximately the same, point in space using two different 
focal lengths into one coherent image. Although this method 
currently uses two cameras or images, the resulting image can 
also be achieved using a single, albeit complex, lens on one 
camera. The two views (wide angle and telephoto angle) are 
merged together using a transformation function that results in 
a final image with a relatively undistorted focus or detailed 
center and a surrounding context or peripheral area, thereby 
simulating the perspective provided by the human eye. This 
paper explores three different transform functions with 
different scale values.  

The image with the smaller focal length (i.e., greater field 
of view) is henceforth called the context image (��), as this 
image provides the periphery or context region in the final 
image. The image with the greater focal length (i.e., smaller 
field of view) is henceforth called the detail image (��), as this 
image provides the center or detailed region of the final image. 

The algorithm is composed of three steps: align, transpose, 
and merge. The align step transforms the context and detail 
images into a common coordinate system, that is, a pixel 
representing the same physical real-world location has the same 
χ and y coordinates in both images. The transpose step maps 
the pixels from the context and detail images into a pre-final 
image matrix. The third step, merge, transforms the pre-final 
image matrix into the final image by resolving two issues in the 
pre-final image: locations with more than one pixel and 
locations with no pixels.  

The resulting images, presented in Section III, are 800 by 
600 pixel images constructed from two 320 by 240 pixel 
images. Each two image set, detail and context, were taken by 
the same digital camera from the same location on a tripod 
using two different focal lengths, 6mm and 17mm. 

A. Align Step 
The align step requires two functions. The first function 

transforms the coordinates of the context image such that each 
unit represents the same physical space as one unit in the detail 
coordinate system. For example, if the context image represents 
twice the physical width as the detail image, the context image 
will have its coordinates doubled (i.e., if � was 2 it is now 4). 
The second function shifts the coordinates of the detail image 
such that the physical space represented by the first pixel in the 
detail image has the same � and � location as the same physical 
space in the context image after it has been transformed. For 
example, if both images are focused on the same location in 
space, the detail image will have its coordinates shifted so that 
its center has the same coordinates as the recently transformed 
context image center coordinates. 

B. Transpose Step 
The purpose of the transpose step is to compress the 

periphery of the aligned images while minimizing the 
distortions in the center or detail section of the final image. 
This research explored three transpose functions: linear, 
sinusoidal, and Gaussian. All three transpose functions 
followed the same form; that is, each mapped an aligned 
coordinate (e.g. �) into a final coordinate given a scaling factor 
(��	
��
 ). The scaling factors were chosen to exemplify the 
variation range possible within each transform type. Each pixel 

 
Figure 1: How approximately the human eye sees a scene [12]. 

 
Figure 2: Cones and rod vertical density graph depicting the concentration of 

viewing cells by angular distance in the human eye [12]. 
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from both the context and detail images was copied to the pre-
final image matrix based on the mapping of their aligned � and �  coordinates into the final coordinates. Throughout this 
section, the equations are depicted in terms of the � -axis; 
however, the equations are also used on the � -axis by 
substituting � for � and height for width. 

1) Common Elements of Linear and Sinusoidal 
The linear and sinusoidal transpose functions compute the 

new coordinate locations using the same basic procedure. Both 
divide the axis into three parts based on the focal length ratio 
(�
	���) between the context image and the detail image (1).  

 �
	��� � ��
	������������
	����������  (1) 

The three parts are defined by the two points, ����� and �����, as defined in (2) and (3). The ���� ��  term is used to 
adjust the position of the detail image relative to the center of 
the context image for cases where the two images are not taken 
from the same location (i.e., not co-located). 

 ����� � !�"����#�$%&'()!�"����� *+���� ��++ (2) 

 ����� � ����� * +,-��."/+ (3) 

Both the linear and the sinusoidal transpose functions use a 
compression ratio (0
	���) for transforming the aligned images 
coordinates into the final image coordinates (4).  

 0
	��� � !�"��1'2%3�'4%56+)+!�"����!�"����#�$%&'(+)+!�"���� + (4) 

2) Linear Transpose Function 
The linear transpose function computes the final image 

coordinate based on the aligned image coordinate and a scaling 
factor (��	
��
 ), which can range from 1.0 to 1.5. The linear 
transpose function is defined in (5). When the scaling factors 
are 1.0 and 1.5 the align coordinates map to the final 
coordinates as depicted in Fig. 3. 

3) Sinusoidal Transpose Function 
The sinusoidal transpose function computes the final image 

coordinate based on the aligned image coordinate and a scaling 

factor (��	
��
), which can range from 1.0 to 1.5. This function 
uses a corrected arc sine function ( 07� ) that returns a 
continuous value from zero to one based on the value of � and 
the ,-��. of the current part (8). 

 07�8�9 ,-��.: � ;-<)� => # = ?!�"��@ A B@ # �C * ��+ (8) 

The sinusoidal transpose function is defined in (6). When 
the scaling factors are 1.2 and 1.42 the align coordinates map to 
the final coordinates as depicted in Fig. 4. 

 

 
Figure 4: New Pixel Location (�-axis) vs. Aligned Pixel Location (�-axis) 

for the sinusoidal transpose functions. 
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Figure 3: New Pixel Location (�-axis) vs. Aligned Pixel Location (�-axis) 

for the linear transpose function. 
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4) Gaussian Transpose Function 
The Gaussian transpose function computes the final image 

coordinate based on the aligned image coordinate and a scaling 
factor (��	
��
), which has a useful range from 1 to 12. This 
function uses a location function (9), which is based on an 
approximation of the cumulative distribution function (CDF) as 
defined by the Abromowitz and Stegun algorithm 26.2.17 [16].  

 `a���-a<8�9 X: � 0bc d= �#?!�"����#�$%&'()� A B@ # Xe (9) 

The Gaussian transpose function is defined in (7).When the 
scaling factors are 1.667, 2.5, and 3.124 the align coordinates 
map to the final coordinates as depicted in Fig. 5. 

 
C. Merge Step 

The purpose of the merge step is to transform the pre-final 
image matrix into the final image. The transformation involves 
two steps: averaging pixel locations that have more than one 
pixel, and filling in pixel locations that have no pixels. Fig. 6 
depicts how each transform function maps more than one pixel 
to certain final image coordinate locations. Notice that in Fig. 6 
the three transpose functions are similar to Fig. 1 in that the 
center region (i.e., from locations 35 to 65) has the most details 
(i.e., lowest number of combined pixels) and the periphery (i.e., 
from locations 0 to 35 and 65 to 100) have fewer details (i.e., 
higher number of combined pixels). Thus, all three methods 
provide a different approximation of the human eye 
perspective. The Gaussian transpose function is, however, the 
closest match to the human eye detail distribution (Fig. 1). A 
straightforward approach was taken that averaged all pixels, if 
there were more than one, to produce the final image pixel. For 
final image coordinate locations that did not have at least one 
pixel, the final image pixel was computed by averaging the 
nearest neighbors with pixel values. 

III. RESULTS 
The three transpose functions, linear, sinusoidal, and 

Gaussian, were tested on many image sets with many scaling 
factor (��	
��
) values. The resulting image sets were shown to 
six people and a consensus was formed as to which transpose 

functions and scale values provided the best details to context 
ratio with the most understandable distortion in the periphery 
section. The two combinations determined to have the most 
interesting potential were the sinusoidal with a 1.42 scaling 
factor and the Gaussian with a 2.5 scaling factor. The two 
image sets are provided to illustrate how the different transpose 
functions combine the detail and context images into the final 
image.  

A. Image Set A 
The first image set, A, depicts a possible situation where a 

ground robot is exploring an indoor room and is inspecting a 
collection of wires (Fig. 7). This set illustrates a situation where 
the images are employed to provide details on a focus area (i.e., 
wires) as well as context in the periphery the final image. The 
linear transpose function result is provided to depicted the 
combined image without any distortion (i.e., ��	
��
  = 1.0) 
(Fig. 8). When comparing the linear (Fig. 8), sinusoidal (Fig. 
9), and Gaussian (Fig. 10) resulting images, both the sinusoidal 
and Gaussian functions provide a larger context area that 
contains more detail than that provided by the linear function. 
This larger, minimally distorted context area, as compared to 
the periphery area, is the primary difference between the 
human eye like perspective and other methods. The primary 
difference between the sinusoidal and Gaussian final images is 
the type of distortion in the periphery area. When comparing 
the pipes at the bottom of the images in Figs. 9 and 10, the 
Gaussian distorts the periphery in a manner that the floor is 
hardly visible (i.e., represented by only a few pixels) whereas 
the sinusoidal distorts the periphery so that the floor is more 
visible. The tradeoff is that the sinusoidal results in more 
distortion of the space midway between the context and the 
edge of the picture; however, in this image set (i.e., A) that 
distortion is not as obvious. 

B. Image Set B 
The second image set, B, depicts a view that may appear 

from an aerial robot as it navigates through a corridor while 
following a person on the ground (e.g., a first responder) (Fig. 
11). This image set shows how the image can provide 
minimally distorted details of the person while still providing 
the context of the robot’s location relative to the sidewalls. The 
linear transpose function result is provided to depicted the 

 
Figure 5: New Pixel Location (�-axis) vs. Aligned Pixel Location (�-axis) 

for the Gaussian transpose functions. 
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Figure 6: Number of pixels mapped to each final location that then have to be 
combined when the context, detail, and final image are all 100x100 pixels for 

linear (1.5), sinusoidal (1.42), and Gaussian (2.5) transpose functions. 
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Figure 7: The context (left) and detail (right) images used in set A. 

 
Figure 8: Set A Linear transposed with ��	
��
 = 1.0 (i.e., no distortion). 

 
Figure 9: Set A Sinusoidal transposed with ��	
��
 = 1.42. 

 
Figure 10: Set A Gaussian transposed with ��	
��
 =  2.5. 

 
Figure 11: The context (left) and detail (right) images used in set B. 

 
Figure 12: Set B Linear transposed with ��	
��
 = 1.0 (i.e., no distortion). 

 
Figure 13: Set B Sinusoidal transposed with ��	
��
 = 1.42. 

 
Figure 14: Set B Gaussian transposed with ��	
��
 =  2.5 
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combined image without any distortion (i.e., ��	
��
  = 1.0) 
(Fig. 12). When comparing the linear (Fig. 12), sinusoidal (Fig. 
13), and Gaussian (Fig. 14) resulting images, both the 
sinusoidal and Gaussian functions provide an image with a 
larger context area resulting in the person appearing larger, 
especially with the Gaussian. The primary difference between 
the sinusoidal and Gaussian final images is the type of 
distortion in the periphery area, as was the case for set A. When 
comparing the building lines on the left side of the images in 
Figs. 13 and 14 it becomes noticeable that the sinusoidal keeps 
the lines straighter for a longer section than the Gaussian. 
Although the lines are straighter in the sinusoidal they are not 
at the same angle as the lines in the linear image (Fig. 12) 
because the sinusoidal is still distorting the space to provide 
more area for the context. 

IV. CONCLUSION 
This initial work was a success, as the resulting images 

(Figs. 9, 10, 13, 14) do provide a view of the situation that is 
different from other solutions to increase the view angle and 
the results do not appear to be as cognitively confusing. Upon 
reviewing the resulting images from the transpose functions 
(i.e., linear, sinusoidal, and Gaussian) over a wide range of 
image sets with different scaling factors, two combinations 
have the most interesting potential: the sinusoidal with a 1.42 
scaling factor and the Gaussian with a 2.5 scaling factor. The 
preferred transpose function, when reviewing the results from 
image sets A and B, was the sinusoidal with a 1.42 scaling 
factor as it presents the best tradeoff between providing a clear 
detail area and a minimally distorted, but still understandable 
periphery or context area (Figs. 9 and 13). Future work will 
focus on different focal lengths of the context and detail images 
as well as performance through a variety of tasks using video, 
rather than still images. Future work will also include human 
subject image quality evaluations of the resulting images. 
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