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Abstract—In this paper we present our research work in 
traffic sign detection and classification.  Specifically we present 
a set of asymmetric Haar-like features that will be shown to be
effective in reducing false alarm rates for traffic sign detection, 
and a robust multi-class traffic sign detection and classification 
system built based upon the stage-by-stage performance 
analysis of individual traffic sign detectors trained using 
Adaboost.
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I. INTRODUCTION

Traffic signs are a type of traffic informative devices that
use features such as shapes, colors, text, and/or symbols to 
communicate messages to automotive drivers. Traffic signs 
are usually placed at designated location by roadside or 
overhead above the road and carry a great deal of 
information necessary for successful driving. They describe 
current traffic situation, prohibit or permit certain directions,
warn about risky factors etc. Automatic Traffic Sign 
Recognition (ATSR) is now considered as a critical part of 
the Driving Assistance System (DAS) in an intelligent 
vehicle [1-5]. ATSR is a field of applied computer vision 
research concerned with the automatic detection and 
classification of road signs in traffic scenes acquired from 
the camera of a moving car. The goal is to provide the DAS 
with the ability to understand its surrounding environment 
and so permit advanced driver support such as collision
prediction and avoidance.

Although traffic signs are man-made objects regulated by 
government standards and they are located in specific
location in traffic scenes, a number of issues make the 
automatic traffic sign recognition a challenging problem.
Traffic signs images are acquired from the cameras mounted 
in cars moving on the (often uneven) road surface by 

considerable speed and consequently, the traffic scene
images often suffer from vibrations. Traffic signs are 
frequently occluded partially by other vehicles, trees,
pedestrians, etc. Furthermore, traffic recognition algorithms 
must be suitable for the real-time implementation [6] and the 
hardware platform must be able to process huge amount of 
information in video data stream.  

Traffic sign recognition is one special case of outdoor 
object recognition with its own special requirements. First, 
its application, real time recognition, requires fast 
computational speed.  Second, the system for traffic sign 
recognition should be accurate with respect to high 
recognition rate and minimal false alarms. Furthermore the 
traffic sign recognition system must be robust with respect to 
variations in lighting, partial occlusion, damage and 
alteration. Since color images may be affected by varying 
illumination [7-9] and color camera systems are more 
expensive, many traffic sign recognition systems need to
capture gray scale images. The camera system we use in this 
research also captures gray scale images.

Many traffic sign detection techniques have been 
investigated including model based approach, classification 
based on similarity measure, neural networks, space-variant 
sensor window, kernel based classifiers, etc. [10-14]. We 
found that most rule based or model based approaches suffer 
from the problem of lack of error tolerance and are prone to 
fail when noise presents, while traditional machine learning 
based methods (neural network, SVM etc) are usually too 
computation-intensive and could not guarantee fast 
processing. Based on these observations, when building our
system, we chose an appearance-based machine learning 
approach which has been proved to perform better.

In this paper, we present a new set of asymmetric Haar-
like features to be combined with the symmetric features 
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proposed by Viola and Jones [15, 16] for traffic sign 
detection, and a robust system for multi-class traffic sign 
detection and classification based on Adaboost learning.  We 
will show that the multi-class traffic sign detection and 
classification system gives high detection rate with low false
alarm rate and is computationally efficient. We will also 
show that the proposed asymmetric features combined with 
the symmetric features when used in traffic sign detection 
can significantly reduce false alarm rate while keeping the 
detection rate high.

II. EFFECTIVE FEATURES FOR TRAFFIC SIGN DETECTION 
AND CLASSIFICATION

We attempted to build traffic sign detection and 
classification systems based on the well-known Adaboost 
machine learning technique, initially proposed by Paul Viola
and Michaels Jones [15, 16]. Adaboost techniques have been 
successfully applied to many different computer vision
applications including face detection [15, 17, 18], pedestrian 
detection [19], and vehicle detection [20]. This approach 
selects a small number of critical features from an over-
complete set of computable features using AdaBoost based 
learning algorithm and builds a cascade of classifiers. Such 
features are called Haar-like features because their templates 
resemble the Haar wavelet from digital signal processing in 
the sense that each template consists of two or three opposite 
“weighted” components with the same “shape”. Fig.1 (a) 
shows the popular Haar-like feature templates being used in 
various applications. Note that all those features are 
symmetric.  Fig. 1 (b) illustrates the six asymmetric feature 
templates we developed for traffic sign detection. In the 
cascaded AdaBoost training, the most important features 
(i.e., those that can reject most backgrounds) are selected in 
the earliest stages of the training. 

(a)

(b)

Figure 1. Haar-like feature templates used in the traffic sign detection.

We use Fig. 2 and Fig. 3 to illustrate the effects of the 
asymmetry features in traffic sign detection.  Fig. 2 show the 
top 7 features selected in the first and second stage in the 
system trained for stop sign detection using only symmetric 
features (see (a)) and using both symmetric and asymmetric 
features (see (b)). Asymmetric feature templates were 
selected in the 3rd, the 6th and 7th place in Fig. 2 (b), instead 
of the symmetry features. In Fig. 3, the top 7 features 
selected by a yield sign detection system trained using only 
the symmetric Haar-like features or using both the symmetric 
and asymmetric features are shown (a) and (b) respectively.  
As we can see, two asymmetric features take the places of 
the 5th and 6th features. According to the theory of AdaBoost, 
as long as a new feature template takes the place of an old 
one, it shows that the new feature is better than the old one in 
minimizing the weighted error on training data, as least on 
the training data set.

In order to further analyze the effectiveness of the 
asymmetric features used for detecting traffic signs, we 
trained 4 sets of Adaboost systems. Each set contains two 
detection systems trained to detect the same traffic signs; one 

(a)

(b)

Figure 2. Top7 features selected in the first and second stage in the system 
trained for stop sign detection using only symmetric features (a) and using 

both symmetric and asymmetric features (b).

(a)

(b)

Figure 3. Top 7 features selected by a yield sign detection system trained 
using only symmetric Haar-like features (a) and using combined symmetric 

and asymmetric features (b).
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is trained using only the symmetric features shown in Fig. 1 
(a), and the other using both the symmetric features in Fig. 1 
(a) and the asymmetric features in Fig. 1 (b). 

One set of classification systems are trained for detecting 
traffic signs, particularly stop signs, yield signs and speed 
limit signs, against background, one set of classification 
systems are trained for detecting stop signs, one set for yield 
signs, and one set for speed limit signs.

The set of two detectors for traffic sign detection are to 
detect whether a given image contains any traffic signs 
including stop signs, yield signs and speed limit signs. They 
are trained on the following data set:

joint stop yield SL background
training training training training training (1)

where stop
training is a set of 3257 road images containing stop 

signs, yield
training is a set of 1008 road images containing yield 

signs, SL
training is a set of 908 road images containing speed 

limit signs, and background
training is a set of 6059 outdoor images 

containing none of those traffic signs. The two stop sign 
detectors are trained to detect whether a given image 
contains any stop signs; they are trained on the data set, 

stop
training

background
training . The two yield sign detectors are 

trained to detect whether a given image contains any yield 
signs and are trained on data set yield

training
background
training .

The two speed limit sign detectors are trained to detect 
whether a given image contains any speed limit signs and 
trained on data set, SL

training
background
training . The curves 

shown in Fig. 4 and Fig. 5 are the performances of these 
classifiers on validation data sets, which are separate sets 
from those used in the training. intjo

validation =
stop
validation

yield
validation

SL
validation is used by the two 

traffic sign detectors to generate the performance curves 
shown in Fig. 4 (a) and Fig. 5 (a); stop

validation by the two stop 
sign detectors to generate the performance curves shown in 
Fig. 4 (b) and Fig. 5 (b); yield

validation by the two yield sign 
detectors to generate the curves shown in Fig. 4 (c) and Fig.5 
(c); SL

validation by the two speed limit sign detectors to 
generate the performance curves shown in Fig. 4 (d) and Fig. 
5 (d).  stop

validation has 3685 images that contain stop signs, 
yield
validation has 291 that contain yield signs, SL

validation has 
710 images that contain speed limit signs.

Our analysis of feature effectiveness is based on three 
quantities: detection rate, false alarm rate, and number of 
classifiers in the Adaboost systems.  Fig. 4 shows detection 
rate verses false alarm rates of these 4 sets of traffic sign 
detection systems, and Fig. 5 shows the false alarm rates

verses the number of the classifiers contained in each system.  
All the curves are plotted based on the performances of the 
classifiers at stage 8 through stage 17 in cascaded Adaboost 
systems, with the dots at the farthest to the right representing 
the performances at stage 8.

In general the classification systems trained by using the 
combined symmetric and asymmetric features have better 
performances than the corresponding systems that use only 
the symmetric features as more stages been added to the 
classifiers. When the combined symmetric and asymmetric 
features are used, the system trained to detect all traffic signs 
and the system trained to detect stop signs, are better than 
their corresponding systems that use the symmetric features 
after stage 9.  For the speed limit sign detection, the system 
trained on the combined symmetric and asymmetric performs 
better than its counterpart after stage 13. For the yield sign 
detection, the system trained with symmetric features 
outperforms the system trained using combined symmetric 
and asymmetric features.

When comparing false alarm rates verses the number of 
classifiers in each system (see Fig. 5), the systems trained 
using the combined symmetric and asymmetric features 
generate less false alarms for the same number of classifiers 
than their counter parts in all four detection scenarios.
Through the analysis of the performances of these detection 
systems, we conclude that different detection systems may 
need to use different features and different number of stages 
of classification in a cascaded Adaboost system for traffic 
sign detection.

III. A ROBUST MULTI-CLASS TRAFFIC SIGN DETECTION AND 
CLASSIFICATION SYSTEM 

We model the traffic sign detection and classification 
problem as multi-class classification problem.  In [21], we 
discussed pros and cons of various architectures of multi-
class classification systems. The traffic sign detection and 
classification problem has its own unique constraints.  

The images are acquired by cameras mounted on a 
moving vehicle and need to be processed for online 
detection. Therefore the computational time for 
classification should be minimized.

Traffic signs usually occupy small portions of an 
image, background occupies the rest. This implies 
that many of the patches examined by the 
classification system are backgrounds.

Due to the nature of application, false alarms, which 
are considered annoying by drivers, should be 
minimized, or eliminated if possible.

Based on the above design criteria, we propose the traffic 
sign detection and classification system illustrated in Fig. 6.  
The system consists of a sequence of K classifiers that are
individually trained with different features and data. The 
classifiers are designed and trained based on the
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Figure 4.  Detection rate verses false alarm rate for traffic sign detectors

performance curves shown in Fig. 4, which are generated 
from validation data mentioned earlier.

The Traffic Sign Detector (TSD) is trained to discriminate 
background image patches from patches containing traffic 
signs including stop signs, yield signs and speed limit signs.  
In our application an input image has a resolution of 
752x480. In the Adaboost classification process, we use a 
window size of 16x16 and a scale factor of 1.01 to generate 
image patches for detection. This typically generates a ratio 
of 1:20,000 with respect to patches containing signs versus 
no signs. Therefore it is computationally advantageous to 
filter out as many no-sign patches as possible at the very first 
step. Only those that are considered as possible sign patches 
are passed to the subsequent detectors in the system. Since 
all the images rejected by TSD will not be processed again, it
is important to minimize false negative at this step. We use 
the combined features to train the Traffic Signs Detector for 
9 stages by using the Adaboost learning  since Fig. 4 (a) 
shows that the classifiers trained using the combined 

symmetric and asymmetric features give superior 
performances to the classifiers using only symmetric features 
and the classifier at stage 9 gave above 99% detection rate. 
There are considerable false alarms being generated by this 
classifier as suggested by Fig. 4 (a), but they can be rejected 
by the subsequent classifiers in the system shown in Fig. 6.

The Stop Sign Detector is the first process that takes the 
image patches of possible traffic signs as input. It accepts the 
images that contain stop sign and passes the rest to the Yield 
Sign Detector. The Stop Sign Detector was designed based 
on the analysis of the performance curves shown in Fig. 4 
(b). We noticed that the classifiers using the combined 
symmetric and asymmetric features performed consistently 
better after stage 9 than the classifiers that use only the 
symmetric features. Since false alarms generated by the Stop 
Sign Detector can cause negative impacts, we need to choose 
a stage that gives not only high detection rate but also low 
alarm rate. Therefore we use the combined features in the 
Stop Sign Detector and train the classifier up to stage 12, 
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Figure 5. False alarm rates verses number of classifiers

which gives more than 94% detection rate with a false alarm 
rate about 0.0002% according to Fig. 4 (b).  

We designed the Yield Sign Detector by analyzing the 
performance curves shown in Fig. 4 (c).  For the yield sign 
detection, the classifiers trained with the symmetric features 
only gave better performances at all stages than the 
classifiers using the combined features.  Therefore, the Yield 
Sign Detector is trained using the symmetric features and 16 
stages of Adaboost learning, which gives a performance of 
97% detection rate with almost 0% false alarm rate.

For the detection of speed limit signs, performance curves 
in Fig. 4 (d) show that after stage 13, the classifiers using the 
combined features are generating less false alarms than the 
classifiers trained with the symmetric features only.  
Therefore, the Speed Limit Detector is trained using the 
combined features and the Adaboost learning with 13 stages.
Although, for the illustration purpose, we show only three 

specific traffic signs, the design methodology shown above 
can be applied to many more traffic signs, and the sequential 
system architecture can be scaled to detecting more traffic 
signs.  

One more important characteristic of the proposed 
sequential system architecture is that, an input image is only 
scanned once to generate various image patches by the 
Traffic Signs Detector. For an image of 752x480, we will 
need to generate up to 200,000 image patches for traffic sign 
detection. Most of these image patches are processed only by 
the Traffic Sign Detectors, and only a small number of image 
patches are processed by the subsequent detectors.  
Therefore the proposed system architecture is far more 
computational efficient than a parallel system architecture, 
which sends the input image to all detectors [21].  

We tested the multi-class traffic sign detection and 
classification system on 600 images, each has a resolution of 
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Figure 6. A robust system for multi-class traffic sign detection and 
classification.

752x480. Out of these images, 200 contain stop signs, 200 
yield signs and 200 speed limit signs.  These 600 images are 
not contained in the training set or in the validation set. All 
images are captured by a gray scale camera mounted on a 
moving vehicle in urban streets. The performance of the 
system on these test images are shown in Fig. 7 with cross 
(x) symbols. The proposed system’s detection rate for the 
stop signs in these images is 100% with a false alarm rate of 
2.28x10-5, for the yield signs the detection rate is 100% with 
a false alarm rate of 2.68 x10-5, for the speed limit signs the 
detection rate is 97.27% with a false alarm rate of 1.75 x10-5.

In order to evaluate the effectiveness of the combined 
features asymmetric and symmetric features, we 
implemented the same system but using the symmetric 
features in every detector and then train the detectors using 
the same number of stages as discussed earlier. The 
performance of this system is shown in Fig. 7 with circle 
symbols.  Its detection rates are close to the system that uses 
the combined features, but its false alarms rates are much 
higher: 9.09x10-5 for the stop signs detection, 7.71x10-5 for 
the yield signs, and 5.49x10-5 for the speed limit signs. This 
shows that the asymmetric features help to reduce the false 
alarm rates, which is important this application.
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Figure 7. Performances of two traffic sign detection and classification
systems using two different sets of features

IV. CONCLUSION

We have presented a robust system for multi-class traffic 
sign detection and classification system based on Adaboost 
learning. We also proposed a set of asymmetric Haar-like 
feature templates to be combined with the symmetric features
proposed by Viola and Jones for traffic sign detection. Our 
experimental results show that the proposed system gives 
high recognition rates with few false alarms, and the 
asymmetric features combined with the symmetric features 
give the traffic sign detection system with considerably
reduced false alarm rates without decreasing the detection 
rate.
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