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Abstract—This paper discusses nearest-neighborhood linear regression methods in a statistical view of learning and present an application of these models to software project effort estimation. The usefulness of the models is highlighted through experiments with a well-known NASA software project data set. A comparative study with global regression methods such as bagging predictors, support vector regression, radial basis functions neural networks is also introduced.

Index Terms—local linear regression, kernel function, LOESS, LOWESS, software effort estimation.

I. INTRODUCTION

In most learning methods [1] a single global model is used to fit all of the training data. Local learning methods fit the training data set only in region around the location of the query (test point). Examples of types of local linear models included nearest neighborhood and weighted nearest neighborhood. Nearest neighborhood local linear models fit a surface to nearby points using linear regression. Weighted nearest neighborhood models fits a surface to nearby points using a distance weighted regression.

Linear regression [2] is widely used in statistical estimation. The benefits of a linear model are its simplicity and ease of use, while its major drawback is its high model bias: if the underlying function is not well approximated by an linear function, then linear regression produces poor results. Local linear regression exploits the fact that, over a small enough subset of the domain, any sufficiently nice function can be well approximated by a linear function.

In software engineering tools and methodologies are primarily based on data from past projects. Researchers and engineers have studied project data and determined equations and formulas that best matched with the existing data points. Some of the formulas are extremely simple, others are complex. None are totally accurate with all of the past projects, nor should you expect them to be with their predictions for future projects.

To estimate software effort some authors have fitted regression models using as input variables a number of features related to software development, such as the software size and the methodology [3], [4], [5], [6] and [7]. The output is the total effort in man-months considering both programming and management activities. The regression model is trained with a number of past projects and is subsequently employed to predict the effort of novel projects. Examples of software effort estimation using global learning methods include the radial basis function (RBF) neural networks [5], support vector regression [6] and bagging predictions [7].

This paper discusses local models (nearest neighborhood and weighted nearest neighborhood) over a statistical view of learning in an application with software effort estimation. A NASA software project data base is considered. The idea is to show the usefulness of the local regression methods as one alternative to the problem of software engineering estimation models, particularity effort estimation. In addition, the local methods are compared with global methods that used the NASA data base to software effort estimation. The prediction accuracy furnished by the local and global regression methods was assessed by the mean magnitude of relative errors (MMRE) and prediction rate PRED(25).

The structure of the paper is as follows: Section 2 present local linear regression methods. Section 3 describes the importance of estimation in software engineering and it shows the NASA data base. Section 4 presents a experimental evaluation of the local regression methods using the NASA data set. The local methods are compared with support vector regression, radial basis function neural networks and bagging regression methods. Finally, Section 5 gives the concluding remarks.

II. LOCAL LINEAR REGRESSION METHODS

This section introduces two local linear regression methods. These methods construct an local approximation of a linear function that model the relation between a set of predictor variables and response variable at a query point. Non-weighted and weighted error criterions by obtaining this approximation are considered. Here the goal is to apply local regression models using a data set to predict the total effort in future software projects.

Let \( \Omega = \{(x_i, y_i) \mid i = 1, \ldots, n\} \) be a training data set. Each pattern \( i \) is described by a vector \( x_i = (x_{i1}, \ldots, x_{ip}) \) representing quantitative values of \( p \) predictor variables \( X_1, \ldots, X_p \) and a quantitative response value \( y_i \) representing the value of a dependent quantitative variable \( Y \).
A. Nearest-Neighborhood Linear Regression (NNLR)

Let \( x_q = (x_{q1}, \ldots, x_{qp}) \) be the description of a query point \( q \), \( K \) be a size of neighborhood surrounding \( x_q \) and \( D \) a set of \( K \) nearest neighbors of \( q \). Consider a matrix \( X_q = \{x_q\} \) representing \( K \) nearest neighbors to the point \( x_q \) and the corresponding vector \( y_q = (y_1, \ldots, y_K) \) of \( X_q \) representing \( K \) response values.

An linear function that model the relation between a subset of predictor variables and response variable over \( D \) is given of the form

\[
y = f(x) + \epsilon
\]

where \( f(x) = w_0 + w_1 x_1 + \ldots + w_p x_p \) is unknown and \( \epsilon \) is a error term, representing random errors in the observations or variability from sources not included in \( x_q \).

Assuming that the errors are independent and identically distributed with mean 0 and constant variance \( var(\epsilon) = \sigma^2 \).

An approximation of the function \( f(x) \) is of the form

\[
\hat{f}(x) = \hat{w}_0 + \hat{w}_1 x_1 + \ldots + \hat{w}_p x_p
\]

The parameters \( w_1, \ldots, w_p \) are estimated minimizing the squared error over \( D \)

\[
E = \sum_{x \in D} (f(x) - \hat{f}(x))^2
\]

by the least square method that does not require any probabilistic hypothesis on the variable \( Y \).

Note that an approximation of the function \( f(x) \) at point \( x_q \) of the form

\[
\hat{f}(x_q) = \hat{w}_0 + \hat{w}_1 x_{q1} + \ldots + \hat{w}_p x_{qp}
\]

B. Weighted Nearest-Neighborhood Regression (WNCLR)

The essential idea of this method is that in estimating \( f(x_q) \) it is desirable to give greater weight to observations that are close to the focal \( x_q \).

Considering \( d(x, x_q) \) the distance between a observation \( x \) of the data set \( D \) and the query \( x_q \). To weight the neighborhood of \( x_q \) it is need a kernel function \( K(d(x, x_q)) \) that attaches greater weight to observations that are close to the focal \( x_q \), and then falls off symmetrically and smoothly as \( |d| \) grows. Given these characteristics, the specific choice of a kernel function is not critical.

A popular kernel function is the gaussian function given by

\[
K(d(x, x_q)) = \frac{1}{\sqrt{2\pi}h} e^{-\frac{d(x, x_q)^2}{2h}}
\]

where \( d(x, x_q) \) is square Euclidian distance between \( x \) and the location of interest \( x_q \). Here, the bandwidth \( h \) is the standard deviation of a normal distribution centered at \( x_q \).

In this method, an approximation of the linear function \( f(x) \) at point \( x_q \) is of the form

\[
\hat{f}(x_q) = \hat{w}_0 + \hat{w}_1 x_{q1} + \ldots + \hat{w}_p x_{qp}
\]

The parameters \( w_1, \ldots, w_p \) are estimated minimizing the squared error over \( D \)

\[
E = \sum_{x \in D} (f(x) - \hat{f}(x))^2 K(d(x, x_q))
\]

by the weighted least square method.

III. Estimation in Software Engineering

An activity which has been realized in software engineering is the development of prediction models. This activity aims to help the software development process and the software project management. Studies in this area employ experimental data to build these models, and a logical approach for dealing with these kind of data is to develop empirical models which provide an approximate response over a specific range of relevant variables [5].

Estimations are the basis of planning in software engineering, and particularly they are useful in schedule and budget development. It is necessary to estimate the size of the software, the project costs and the time to execute the whole project. Researches in the field have built up models relating project size, which is the factor that affects the effort of the project the most. Size and productivity estimations can be obtained from effort estimation. Managers can derive cost and time estimations using effort. However, good results only can be obtained when considering any previous projects.

Software effort is probably one of the most analyzed response variables in recent years in the process of project management. The determination of the estimated value for this variable when initiating software projects allows us to plan adequately the activities. Estimating the effort with a high grade of reliability is a problem which has not yet been solved and the project manager has handled with it since the beginning.

In order to perform an application with software effort estimation using nearest-neighbor linear regression, a well known NASA data set presented in [3] is considered in this work. This data base consist 18 projects. Each project is described by two predictor variables: Developed Lines (DL) and Methodology (ME) and a response variable Effort. Table I shows the NASA data set.

The dependent variable effort was defined to be measured from beginning of the design phase through acceptance testing and to include programming, management and support hours [3]. It is given in man-months. Developed Lines (DL) and Methodology (ME) are the predictor variables of the model. ME is the number of developed lines of source code with comments plus 20% of re-used lines [3]. It’s given KLOC (thousands of lines of code). ME is the methodology applied in the development of each NASA software project. Some factors used by [3] to define ME were: (i) Formal documentations, (ii) Code reading, (iii) Formal test plans, (iv) Unit development folders, and (v) Formal training.
TABLE I
NASA SOFTWARE PROJECT DATA [6]

<table>
<thead>
<tr>
<th>Project Number</th>
<th>DL</th>
<th>ME</th>
<th>Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90.2</td>
<td>30</td>
<td>115.3</td>
</tr>
<tr>
<td>2</td>
<td>46.2</td>
<td>20</td>
<td>96.0</td>
</tr>
<tr>
<td>3</td>
<td>46.5</td>
<td>19</td>
<td>99.0</td>
</tr>
<tr>
<td>4</td>
<td>54.5</td>
<td>20</td>
<td>90.8</td>
</tr>
<tr>
<td>5</td>
<td>31.1</td>
<td>35</td>
<td>99.6</td>
</tr>
<tr>
<td>6</td>
<td>67.5</td>
<td>29</td>
<td>98.4</td>
</tr>
<tr>
<td>7</td>
<td>12.8</td>
<td>26</td>
<td>18.9</td>
</tr>
<tr>
<td>8</td>
<td>10.5</td>
<td>34</td>
<td>10.3</td>
</tr>
<tr>
<td>9</td>
<td>21.5</td>
<td>31</td>
<td>28.5</td>
</tr>
<tr>
<td>10</td>
<td>3.1</td>
<td>26</td>
<td>7.0</td>
</tr>
<tr>
<td>11</td>
<td>4.2</td>
<td>19</td>
<td>9.0</td>
</tr>
<tr>
<td>12</td>
<td>7.8</td>
<td>31</td>
<td>7.3</td>
</tr>
<tr>
<td>13</td>
<td>2.1</td>
<td>28</td>
<td>5.0</td>
</tr>
<tr>
<td>14</td>
<td>5.0</td>
<td>29</td>
<td>8.4</td>
</tr>
<tr>
<td>15</td>
<td>78.6</td>
<td>35</td>
<td>98.7</td>
</tr>
<tr>
<td>16</td>
<td>9.7</td>
<td>27</td>
<td>15.6</td>
</tr>
<tr>
<td>17</td>
<td>12.5</td>
<td>27</td>
<td>23.9</td>
</tr>
<tr>
<td>18</td>
<td>100.8</td>
<td>34</td>
<td>138.3</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL EVALUATION

This section presents an experimental evaluation of the discussed models in this work using the NASA data set. It starts describing the prediction accuracy measures used to evaluate the model performance. In the following, an prior data analysis is presented. After that, results of prediction accuracy furnished by the models are showed and a comparison with others methods introduced in the literature is discussed. These measures are estimated by the leave-on-out method.

A. Prediction accuracy

In regression models, an important part of the development model is to know how accurate are the predictions. Here, the prediction accuracy was measured by mean magnitude of relative errors (MMRE) and PRED(25). The MMRE is defined as:

\[ MMRE = \frac{1}{K} \sum_{j=1}^{K} \left| \frac{y_j - \hat{y}_j}{y_j} \right| \]  \hspace{1cm} (8)

where \( K \) is the number of projects, \( y_j \) is the actual effort and \( \hat{y}_j \) is the predicted effort. Lower values of MMRE result from good regression models, and a common criterion for accepting a model as good is MMRE \( \leq 0.25 \) [9].

The PRED(l) measure means prediction rate for level (l). Consider the relative error for the observation \( j \) of data set indexed by \( 1, \ldots, K \) as follow

\[ MRE_j = \left| \frac{y_j - \hat{y}_j}{y_j} \right| \]  \hspace{1cm} (9)

Let \( r \) the number of \( MRE_j \leq l \), the PRED(l) is given by

\[ PRED(l) = \frac{r}{K} \]  \hspace{1cm} (10)

For example, PRED(25) is the percentage of predictions that fall within 25% of the actual value. According to [8], a criterion for accepting a model as good is \( PRED \geq 0.75 \). With this result at least 75% of the estimates are within the 25% range of the actual values.

MMRE is fairly conservative with bias against overestimates while PRED(25) will identify those prediction systems that are generally accurate but occasionally wildly inaccurate [9]. For this reason, in this paper we considered MMRE as the main performance measure.

B. Prior Data Analysis

We executed a prior analysis of the data to know if the variables are correlated. We have calculated the VIFs for independent variables. We obtained a VIF value equals to 1.0413 for both DL and ME variables. This value means that DL an ME are minimally correlated, representing the good quality of the prediction model. The Figure 1 confirms the minimum correlation between the independent variables.

Another way to show the variable correlation is calculating Pearson's Correlation (r), the most common measure of correlation. For DL and ME, we have obtained \( \rho = 0.1993 \). Small values of \( \rho \) means low degree of relationship between two variables and the value obtained was expected because the calculated values of VIFs and the scatterplot showed in the Fig.1.

C. Effort Estimation

The NASA data base was applied to the NNLR and WNNLR methods with neighborhood parameter \( K = 9 \) and this section presents MMRE and PRED(25) values that were estimated by the leave-on-out method. For WNNLR method, it was used the Gaussian kernel with \( h \) equal to the standard deviation of the DL variable.

Table II presents the average and standard deviation for the estimated effort considering the NNLR and WNNLR models in which only the DL variable is used as predictor variable. From the results in this table, we can observe that the models furnished the same values for average PRED(25) but the
WNNLR model furnished a standard deviation smaller than that of the NNLR model. With respect to average MMRE, the models furnished similar results.

<table>
<thead>
<tr>
<th>Measure</th>
<th>NNLR</th>
<th>WNNLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average MMRE</td>
<td>0.1443</td>
<td>0.1418</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.1359</td>
<td>0.1359</td>
</tr>
<tr>
<td>Average PRED(25) (in %)</td>
<td>88.89</td>
<td>88.89</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.3234</td>
<td>0.3234</td>
</tr>
</tbody>
</table>

Figure 2 illustrates the prediction effort values for the WNNLR model.

![Locally Weighted Regression](image)

To conclude, we can say that the WNNLR model was as good as the NNLR one in terms of MMRE and PRED(25). Because the WLLNR model furnished MMRE results smaller than those for LLNR model, the WNNLR model is considered as the best option in this work.

D. Comparing with related works

Tables V and VI show estimated values for PRED(25) and MMRE regarding simples and multiple regressions, respectively. The goal is to compare the WNNLR model with the bagging method, support vector regression (SVR), multilayer perceptron neural networks (MLP) and radial basis functions neural networks (RBF) introduced in, [6], [5] and [4] respectively. The values in these tables point out that WNNLR model considered in this paper is very superior to other methods.

<table>
<thead>
<tr>
<th>Project</th>
<th>Actual Effort</th>
<th>Predicted Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>115.8</td>
<td>104.101</td>
</tr>
<tr>
<td>2</td>
<td>96.0</td>
<td>83.048</td>
</tr>
<tr>
<td>3</td>
<td>79.0</td>
<td>83.743</td>
</tr>
<tr>
<td>4</td>
<td>90.8</td>
<td>93.321</td>
</tr>
<tr>
<td>5</td>
<td>39.6</td>
<td>38.627</td>
</tr>
<tr>
<td>6</td>
<td>98.4</td>
<td>111.500</td>
</tr>
<tr>
<td>7</td>
<td>18.9</td>
<td>22.282</td>
</tr>
<tr>
<td>8</td>
<td>10.3</td>
<td>9.902</td>
</tr>
<tr>
<td>9</td>
<td>28.5</td>
<td>29.000</td>
</tr>
<tr>
<td>10</td>
<td>7.0</td>
<td>7.391</td>
</tr>
<tr>
<td>11</td>
<td>9.0</td>
<td>8.954</td>
</tr>
<tr>
<td>12</td>
<td>7.3</td>
<td>8.945</td>
</tr>
<tr>
<td>13</td>
<td>5.0</td>
<td>4.357</td>
</tr>
<tr>
<td>14</td>
<td>4.4</td>
<td>7.314</td>
</tr>
<tr>
<td>15</td>
<td>98.7</td>
<td>104.795</td>
</tr>
<tr>
<td>16</td>
<td>15.6</td>
<td>16.121</td>
</tr>
<tr>
<td>17</td>
<td>23.9</td>
<td>20.063</td>
</tr>
<tr>
<td>18</td>
<td>138.3</td>
<td>132.132</td>
</tr>
</tbody>
</table>

Table IV shows actual and estimated efforts obtained by the the NNLR and WNNLR models.

![Estimated effort for the WNNLR model](image)
V. CONCLUSION

In this paper, we have investigated the use of nearest-neighborhood linear regression for estimation in software engineering. We applied the NASA data set of software projects to these methods. The accuracy of the results furnished by these regression methods were assessed by the average relative error and the prediction rate that were estimated by the leave-on-out method.

The methods discussed in this work were compared with global methods such as radial basis function neural networks [4], support vector regression [5], bagging predictors [6] according to the average relative error and the prediction rate. Concerning the presented results, the nearest-neighborhood linear regression methods clearly outperformed the methods that use global otimization.
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