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Abstract—Fusion is a promising strategy to improve per-
formance in biometrics, and many fusion methods have been
proposed. Most of them are user-generic fusion strategies, because
generating user-specific strategies for each user is difficult. In
this paper, we propose an online signature verification method
using a user-specific global-parameter fusion model. The basic
fusion model is a user-generic (global-parameter) fusion model,
but by introducing a user-dependent mean vector, we can gen-
erate a user-specific fusion model. To evaluate the proposed
algorithm, several experiments were performed by using three
public databases. The proposed algorithm yielded equal error
rates (EERs) of 4.0%, 8.6%, and 6.1% for the MCYT, SVC2004
task2, and MyIDea databases, respectively.
Index Terms—Biometrics, Online Signature Verification, Fu-

sion

I. INTRODUCTION

Recently, the renewed interest in biometric authentication
has resulted in its application in many situations. Several
methods of biometric authentication have been proposed and
studied; however, no perfect method currently exists. The
suitability of the method depends on the situation as well
as the required security level. Among available authentication
methods, online signature verification is a promising candidate
for several reasons. First, handwritten signatures are widely
accepted as the authentication method in many countries.
Second, online signature verification can often achieve a higher
performance than verification based on static signatures[1].
Third, it is difficult to obtain dynamic information from a
static signature; hence, it is more difficult to forge. Fourth,
people can modify their signature if it is stolen. This is a
notable characteristic because physiological biometrics such
as fingerprints or irises cannot be modified or renewed.
However, online signature verification is also not perfect.

It is important to develop an online signature verification
algorithm that achieves high performance. To improve the
verification accuracy, fusion strategies[2] are promising.
With fusion strategies, several features extracted from on-

line signature, or scores calculated using these features, are
combined in an online signature verification algorithm. For
example, Fierrez-Aguilar et al.[3] used fusion strategies based
on the max or sum rules, and Van et al.[4] fused two scores by
a simple arithmetic mean. Nalwa[5] and Munich et al.[6] used
the harmonic mean to combine multiple scores. Muramatsu

et al.[7] combined several distances using a Multi Layer
Perceptron (MLP) trained using a Markov chain Monte Carlo
(MCMC) method[8], [9]. In many of them, the same fusion
strategies or the same models are used for all users, and
user characteristics are not considered in combining scores.
If user characteristics can be considered when these features
or scores are combined, it should be possible to improve
the performance. Thus, we attempted to generate a fusion
model that can consider user characteristics. Generating a
fusion model for each user is the best way to consider user
characteristics; however, this approach is not easy because the
amount of training data associate with each user is severely
limited[7]. Thus, we propose a user-specific global-parameter
fusion model.
One fusion model is generated using an available database.

Then, a mean vector is calculated for each user to consider
users’ characteristics, and this mean vector is input to the
fusion model together with calculated dissimilarity (dissimi-
larity vector) to combine dissimilarity. Even though the same
fusion model is used for all users, user characteristics can
be considered because a user-specific mean vector is input to
the model. We call this fusion model a user-specific global-
parameter fusion model.
Several experiments were performed using public databases.

The BIOMET[10] database was used for training of the fusion
model, and the MCYT[11], SVC2004[12], and MyIDea[13]
databases were used for evaluation. The experimental results
show that the proposed algorithm worked reasonably well.

II. THE ALGORITHM

Fig. 1 depicts the algorithm. There are three phases in the
proposed algorithm: a ”training phase,” an ”enrollment phase,”
and a ”testing phase”.
(i) Training phase
Signatures in an available database are used for training.
This available database is composed of genuine and forged
signatures of several signers. To avoid confusion, persons who
use the verification system are referred to as ”users”, and
persons who provide their signatures for the training database
are referred to ”signers” in this paper. After preprocessing
and feature extraction, multiple dissimilarities (dissimilarity
vectors) among the signatures are calculated, and a mean
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Fig. 1. Overall algorithm

vector of each signer is calculated. A parameter set of the
fusion model is estimated by using these dissimilarity vectors
and mean vectors.
(ii) Enrollment phase
In the enrollment phase, a user provides candidate reference
signatures together with his/her ID. After preprocessing and
feature extraction, reference signatures of the user are selected.
Dissimilarity vectors are calculated by using these reference
signatures, and a mean vector of the calculated dissimilarity
vectors is also calculated. Reference signatures and the mean
vector are stored with IDs.
(iii) Verification phase
In the verification phase, a signature with a claimed ID is pro-
vided. After preprocessing and feature extraction, dissimilarity
vectors between the input signature and reference signatures
are calculated. Then, these dissimilarity vectors and a mean
vector are combined by the fusion model generated in the
training phase, and a decision is made by using a score output
from the fusion model.
The training, enrollment, and verification phases involve

some of the following stages: (a) data acquisition, (b) prepro-
cessing, (c) feature extraction, (d) enrollment, (e) dissimilarity
calculation, (f) mean vector calculation, (g) model generation,
(h) fusion, and (i) decision making. These stages are explained
in this section.

A. Data Acquisition

Raw data from the tablet consists of the five-dimensional
time-series data:

RawSig = (xj , yj , pj , ψj , φj), j = 1, 2, ......, J (1)

Here, (xj , yj) is the pen position; pj , the pen pressure; ψj , the
azimuth; and φj , the altitude of the pen at time j (depicted in
Figs. 2 and 3).

B. Preprocessing

The raw data are not invariant with size and position. In
the proposed algorithm, therefore, the pen position trajectories
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Fig. 2. Data from the tablet.

Fig. 3. Top: Trajectories of pen position x and y. Mid-
dle: Trajectory of pen pressure. Bottom: Trajectories of
azimuth and altitude.

(xj , yj) are normalized as follows:

x̄j =
xj − xg

xmax − xmin
(2)

ȳj =
yj − yg

ymax − ymin
(3)

xg =
1
J

J∑
j=1

xj , yg =
1
J

J∑
j=1

yj

where (xg, yg) is the centroid of a signature, and
xmin and ymin and xmax and ymax are the minimum and
maximum values of xj and yj , respectively.

C. Feature Extraction
After preprocessing, two additional features, pen movement

direction θ and pen velocity |V |, are calculated from the pen
position data (x̄j , ȳj):

θj =

{
0 (j = 1)
tan−1 ȳj−ȳj−1

x̄j−x̄j−1
(j > 1) (4)

|V |j =
{

0 (j = 1)√
(x̄j − x̄j−1)2 + (ȳj − ȳj−1)2 (j > 1)

(5)

Then, the following time-series seven-dimensional feature data
are considered:

sig = (x̄j , ȳj , θj , |V |j , pj , ψj , φj), j = 1, 2, ......J (6)
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D. Enrollment

M raw signatures are provided by a user in the enrollment
phase. We use all the genuine signatures given by the user,
and time-series feature data are extracted from the signatures.
The extracted time-series feature data are enrolled as reference
signatures for the user ID Rsig

(ID)
m , m = 1, 2, ..., M .

E. Dissimilarity calculation

Two signatures are compared, and an N -dimensional dis-
similarity vector is calculated. For example, two sets of time-
series feature data ”sigA” and ”sigB” are compared, and the
calculated dissimilarity vector D(sigA, sigB) is described as

D(sigA, sigB) = (D1, D2, ..., DN )

= (
d1(sigA, sigB)

JA
,
d2(sigA, sigB)

JA
, ...,

dN (sigA, sigB)
JA

).

(7)

Where JA is a duration time of sigA. Each factor of the
dissimilarity vector dn(·, ·) is associated with the n-th feature
in (6) and is calculated independently using dynamic time
warping[14]. Thus, the dimension of the dissimilarity vectors
is N = 7.

F. Mean vector calculation

A mean vector of each signer is calculated using genuine
signatures of the signer in the training phase, and a mean vector
of each user is calculated using reference signatures of the user
with ID in the enrollment phase. The mean vector of the user
with ID calculated in the enrollment phase is described as:

Mean(ID) = (mean
(ID)
1 , mean

(ID)
2 , ..., mean

(ID)
N ) (8)

mean(ID)
n =

1
M(M − 1)

M∑
m=1

M∑
k=1

k �=m

dn(Rsig
(ID)
m , Rsig

(ID)
k )

J
(ID)
m

(9)

These mean vectors have a very important role in this
algorithm, because users’ characteristics are considered only
with these mean vectors.
Mean vectors of signers are used for fusion model genera-

tion, and mean vectors of users are used as inputs to the fusion
model.

G. Fusion

A user-specific global-parameter fusion model is used for
combining factors of dissimilarity vectors. Fig.4 is a schematic
diagram of the user-specific global-parameter fusion model.
One fusion model F (·; Θ) is generated in the model generation
phase explained in the next subsection, and this model is used
for all users. Here, Θ is a parameter set of the model. This
fusion model is designed to combine a 2N -dimensional input
vector and output a score.
In the verification phase, this model is used for combining

dissimilarity vectors calculated from a test signature sig and

Fig. 4. User-specific global-parameter fusion model

reference signatures Rsigm, m = 1, 2..., M . Here, we set the
input vector Xm to the fusion model as:

Xm = (D(sig, Rsig
(ID)
m ), Mean(ID)) (10)

where D(sig, Rsig
(ID)
m ) is a normalized dissimilarity vectors

described as:

D(sig, Rsig
(ID)
m ) = (

D1

Z1
,
D2

Z2
, ...,

DN

ZN
). (11)

Zn is a normalization constant to equalize the range of each
factor of dissimilarity vector, and is calculated using training
database. Here, Xm is a 2N -dimensional vector because the
dimensions of both the dissimilarity and mean vectors are N .
By setting the input vector like this, a mean vector is input
to the fusion model together with a dissimilarity vector. Note
that the parameter Θ of the fusion model is the same for
all users. Thus, this is a global-parameter fusion model. On
the other hand, the model is also a user-specific fusion model
because the mean vector input to the model is different for each
user. Thus, even though the parameter set of the fusion model
is global, a mean vector makes it possible to consider user
characteristics. By using this user-specific global-parameter
model, a final score is calculated:

score =
1
M

M∑
m=1

F (Xm; Θ). (12)

H. Model generation

Fusion models F (·; Θ) are generated by following three
steps:

Step 1

H × L pieces of 2N -dimensional simple perceptrons
g(·;whl) are generated as weak models. Weight parameter
sets whl are samples drawn from the uniform distribution
U(−1, 1).
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Step 2

The real AdaBoost algorithm[15] is applied to these weak
models, and H boosted models fh(·; Ah,Wh) are generated
by using a training database:

f(·; Ah,Wh) =
L∑
l

αhlg(·;whl) (13)

αh = (αh1, αh2, ..., αhL)
Wh = (wh1,wh2, ...,whL)

Here, αhl is the confidence level of each weak model.

Step 3

One fusion model F (·; Θ) is generated from the H boosted
models:

F (·; Θ) =
1
H

H∑
h=1

f(·; Ah,Wh) (14)

Θ = (A1, A2, ...,AH ,W1,W2, ...,WH)

With these steps, a global parameter set Θ is estimated.
If there is enough training data for each user, a good user-
dependent parameter set can be estimated for each user.
However, the number and types of training data for each user
are severely limited. Under this situation, estimating a good
parameter set for each user is very difficult. On the contrary, a
larger database can be used for estimating the global parameter
set because online signature databases can be used for the
estimation. Thus, better parameters can be obtained in the
global model. This is the reason why we use the global-
parameter fusion model in this paper.

I. Decision Making

A decision is made using a score output from the fusion
model:

A user is
{
accepted if score ≥ Threshold
rejected if score < Threshold

(15)

III. EXPERIMENTS

A. Experimental setting

A subset of BIOMET[10] was used as training data, and
subsets of MyIDea[13], SVC2004[12] task2, and MCYT[11]
were used for performance evaluation (verification). Table
I summarizes details of the database subsets used in this
experiment.
First five genuine signatures were used as candidate ref-

erence signatures in the enrollment phase (M = 5), and the
remaining genuine signatures and forged signatures were used
for evaluation. The number of weak models (L) was 5000, and
the number of boosted models H combined in (14) was 10.

TABLE II
EXPERIMENTAL RESULTS: EER [%]

DB MCYT SVC2004 task2 MyIDea
Proposed 4.0 8.6 6.1

Without mean vector 5.4 11.7 8.5
SUM rule 5.4 11.8 9.5

Harmonic mean 8.9 17.4 16.0
Harmonic mean (MAD) 16.7 24.5 12.0

B. Evaluation Criteria
The equal error rate (EER) and error tradeoff curve are often

used for performance comparison. The experimental results
were thus expressed as the EER value together with an error
tradeoff curve.
Using these criteria, following fusion strategies are also

evaluated for comparison purpose:
• Fusion model without mean vector
Factors of normalized dissimilarity vectors are combined
by using fusion model in this strategy. Different from the
propose fusion model, user-dependent mean vector is not
used for this fusion model. This strategy is referred to as
”Without mean vector” in figures and tables.

• SUM rule
Factors of normalized dissimilarity vector are added with
equal weights. This strategy is referred to as ”SUM rule”
in figures and tables.

• Harmonic mean
Unweighted harmonic mean[5] and weighted harmonic
mean using MAD (Median Absolute Deviation) [6]were
evaluated. These strategies are referred to as ”Harmonic
Mean (a=1)”and ”Harmonic Mean (MAD)” respectively.

C. Experimental Results
The experimental results are summarized in Table II and

illustrated in Fig. 5–7.
In these experiments, the proposed fusion model outper-

formed other strategies, and EERs were improved from 5.4%
to 4.0% for MCYT100, 11.7% to 8.6% for SVC2004 task2,
and 8.5% to 6.1%.

IV. CONCLUSION
An online signature verification algorithm using a user-

specific global-parameter fusion model was developed. Our
goal was to generate a user-specific fusion model that can
consider user characteristics, where parameters are estimated
using available databases that are not related to users. In
order to demonstrate the effectiveness of this approach, we
performed experiments to evaluate the algorithm with three dif-
ferent public databases: MCYT, SVC2004 task2, and MyIDea,
and compared the results with other fusion strategies. Our
proposed user-specific global-parameter fusion model outper-
formed compared strategies, and the results revealed EERs
of 4.0% for MCYT, 8.6% for SVC2004 task2, and 6.1% for
MyIDea.
In this study, we tried to consider users’ characteristics

merely by introducing a mean vector for each user. Our
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TABLE I
DATABASE SUBSETS

Training Enrollment Verification
DB persons genuine forged genuine forged genuine forged

signatures signatures signatures signatures signatures signatures
BIOMET 61 15 12 0 0 0 0
MCYT 100 0 0 5 0 20 25
SVC2004 40 0 0 5 0 15 20
MyIDea 47 0 0 5 0 13 36

Fig. 5. Error Tradeoff Curves (MCYT)

Fig. 6. Error Tradeoff Curve (SVC2004)

Fig. 7. Error Tradeoff Curve (MyIDea)

future work will include generating many fusion models using
available databases by clustering them, and combining these
models with user-specific weights or selecting the best model
for each user. By doing this, more user characteristics can
be considered and performance will be improved. Only seven
features were used in this work. Many features have been
proposed for online signature verification[3], [16]. In future
work, therefore, we will also consider these additional features.
Furthermore, we would also like to apply this strategy to online
signature data captured by a web camera[17].
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