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Abstract—Clustering is often viewed as a synonym of techniques used to reveal the structure in data. The inherent geometrical diversity 

of data is a strong motivating factor to search for geometrically flexible clusters design supported by the clustering algorithms.  In this 

study, we introduce a concept of geometrically variable fuzzy clustering (making use of Fuzzy C-Means, FCM), in which the 

fuzzification coefficients are associated with individual clusters thus endowing them with significant geometric flexibility. We introduce 

a hybrid optimization environment in which both global and local optimization mechanisms are engaged. The global optimization is 

supported by evolutionary computing (and particle swarm optimization, PSO, in particular) whereas the local optimization is realized 

by adopting some modified iterative schemes encountered in FCM.  We show that this hybrid vehicle of optimization is of interest when 

dealing with comprehensive fitness functions which quantify a general view at the results of clustering (such as e.g., the one expressed by 

cluster validity indexes or the one articulating the mapping- reconstruction capabilities of the clusters).

Keywords—clustering, variable-geometry, optimization, Fuzzy C-Means (FCM), Particle Swarm Optimization (PSO)

I. INTRODUCTION

Recent years saw a wealth of developments in the realm of 
clustering and fuzzy clustering. The concept of cluster or more 
generally, information granule, is a fundamental one that 
supports a remarkable variety of pursuits. In the landscape of 
fuzzy clustering, there are several interesting and far-fetching 
developments in terms of the underlying concepts, 
augmentations of the existing techniques and improvements of 
the optimization procedures. Not claiming completeness of the 
coverage, let us highlight the main directions which are quite 
apparent in the existing literature:

Conceptual enhancements of clustering—Those that are 
realized in terms of enhancing flexibility of clusters and a way 
in which the overall stricture becomes articulated. This 
pertains to ideas such as possibilistic clustering, clustering 
with noise cluster (which forms an interesting way of 
absorbing noise component), clustering with geometric variety 
(such as C-lines, C-varieties, shell clustering, etc.). Some 
representative studies are included in [2][7][11][12] [13].

Improvements of optimization strategies supporting the 

construction of clustering techniques—While the generic 
computing vehicles are well established and quite efficient 
(even though they do not guarantee global minimum of 
objective functions guiding the formation of clusters, e.g., 
Fuzzy C-Means), we note the prominence of optimization 
pursuits aimed at global optimization. The framework of 
Evolutionary Computing (genetic algorithms, evolutionary 
strategies, ant colonies, particle swarm optimization) is 
intensively researched in the context of clustering with intent 
to support more effective exploration of the search space and 
providing an ability to produce better clustering results. One 
can refer here to [1][3][5][6][8][9][14][15] which come as a 
testimony to the activities present in this domain. 

Developments of mechanisms of collaborative clustering and 

incorporation of domain knowledge (which gives rise to so-
called knowledge-based clustering)—The dichotomy of 
supervised-unsupervised learning is augmented by recognizing 
that there is a broad spectrum of situations in which there is 
some element of supervision, say a small subset of labeled 
patterns [13]. The other component of supervision comes in 
the form of proximity constraints which generalize the binary 
format of constraints that are given in the form of must-link or 
should-not-link relationships. 

There are two fundamental issues that always call for more 
attention, namely (a) a way of endowing the clustering with 
more geometric flexibility which makes the clusters more 
flexible and yet highly interpretable, and (b) bringing more 
advanced optimization techniques.  

Introduced is a concept of variable geometry fuzzy clustering 
in which each cluster exhibits its own easily interpretable 
geometry. This helps capture some essential local properties of 
data which otherwise would not have been taken into 
consideration when exercising optimization at the global level. 
We consider a class of objective function-based fuzzy 
clustering such as the well-known Fuzzy C-Means (FCM) [2] 
which comes with a wealth of numeric investigations, 
experiments, and conceptual enhancements. In this sense, the 
study contributes to the already well-documented assets of 
clustering techniques available in the FCM setting. The 
objective is to exploit the geometric diversity supplied by 
modifiable fuzzification coefficients whose values are adjusted 
locally to the characteristics of the individual clusters. 

The study is structured into 6 sections. In Section 2, we start 
with the fundamental concept by showing how the clusters of 
variable geometry emerge, what they entail in terms of 
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knowledge representation and how this concept can be 
realized within a suitable algorithmic setting. The detailed 
elaborations on the optimization procedure and their hybrid 
nature (combining global and local search techniques) are 
covered in Section 3. The evaluation criteria to be used to 
guide the mechanism of global search are presented in Section 
4 where we emphasize the diversity of tasks in which the 
clustering results are used. Next, in Section 5 discussed are 
results of numeric experimentation.  

Throughout the study, we adhere to the standard notation used 
in pattern recognition and system modeling. As usual, we 
consider a set of data (patterns) x1, x2, …, xN located in the n-
dimensional feature space, xk R

n, k=1,2,…, N. The distance 
used in this space is denoted by || . ||  and its semantics will be 
clear from the context of the presentation. 

II. CLUSTERS OF VARIABLE GEOMETRY – THEIR CONCEPT 

AND REALIZATION

Before proceeding with the concept of clusters of variable 
geometry, it is instructive to recall some main ideas pertaining 
to cluster geometry as they have been realized in most 
clustering available in the literature. 

The geometry of fuzzy clusters (and clusters) is implied by 
several essential parameters of the clustering algorithm. In the 
FCM clustering (which is commonly encountered in various 
studies both of conceptual and applied nature), the minimized 
objective function

(1)

contains several adjustable components (parameters) which 
impact the geometry of clusters. (As usual vi, i = 1, 2, …, c

denote the prototypes of the clusters whereas U = [uik] is a 
partition matrix, k = 1, 2, …, N while “m” is the fuzzification 
coefficient). First, the distance function between patterns and 
prototypes plays a crucial role as its choice implies what 
structure in the data is preferred when searching for clusters. 
This aspect is somewhat overlooked and when talking about 
clustering one usually views it as a synonym of unsupervised 
learning. While this is a sound observation, at the same time 
one must be cognizant that there is an obvious component of 
implicit supervision injected into the clustering method 
upfront in the sense that the predefined distance function 
predisposes the clustering method to focus search on groups 
that conform to this particular geometry. Let us recall that the 
geometry of points which are equidistant from the origin
depends on the distance: in case of the Hamming distance we 
encounter diamond-like shapes which in the Tchebyshev 
distance we end up with a collection of “hyperboxes”. The 
Euclidean distance leads to the circles while the Mahalanobis 
distance implies some hyperellipsoidal shapes (which could be 
also rotated versus axes of the coordinate system). 
The fuzzification coefficient (m) present in (1) substantially 
affects the shapes of the clusters. The commonly used case of 

m = 2 produces Gaussian-like shapes of the clusters 
(membership functions). For the values of “m” close to 1, the 
membership functions start to resemble characteristic 
functions with quite steep boundaries. Higher values of “m”, 
say around 3-4, produces “spiky” clusters with rapidly 
declining membership values when moving away from the 
prototypes. The changes in the distance function and/or the 
fuzzification coefficient affects the geometry of all clusters in 
the same way meaning that the structure in data is searched for 
at the global level. As the feature space in which data are 
positioned could be quite diversified and locally there could be 
profound geometric differences when moving from cluster to 
cluster, it would be advantages to capture this diversity at a 
local level by admitting different values of the fuzzification 
coefficient for each cluster, that is m1, m2, …, and mc. Thus the 
objective function which incorporates these fuzzification 
coefficients comes in the form

(2)

The optimization of Q, in addition to the “classic” portion of 
the problem, which involves the determination of prototypes 
and the partition matrix, has to include the vector of the 
fuzzification coefficients, m = [m1 m2… mc]. More formally, 
we express the problem as follows

Min Q with respect to U  U, v1, v2, … vc, m (3)

where along the “usual” constraints imposed on the partition 
matrix we require that all entries of m are greater than 1, m > 
1.

Leaving the detailed optimization aspects to be discussed in 
the next section, it is beneficial to gain a better insight what 
type of geometric variability the fuzzification coefficients 
bring into considerations and how this flexibility could 
impact/enhance the applied facet of clustering. To offer a 
convincing yet simple illustrative example, let us consider a 
one-dimensional case (n = 1) and three clusters only (c = 3). 
Depending upon the values of m, the membership functions 
exhibit quite diverse shapes.

(a) (b) (c)

Figure 1. Membership functions for selected values of m: (a) m = [1.2 2.5 
4.5], (b) m = [2.0 3.5 1.1], (c) m = [1.6 1.4 2.8]. In all cases the prototypes are 
the same, v1 = 1.5, v2 = 4.0 and v3 = 5.2.

The boundary between the clusters (i.e., the collection of 
points where the membership degrees to the clusters are the 
same) is located somewhere in-between the prototypes of the 
clusters, say v1 and v2. The detailed relationship reads as 
follows
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(4)

Simple algebraic manipulations lead to the expression   |x-v1| =  
|x-v2| and subsequently the boundary x0 comes as the average 
of the prototypes, x0= (v1+v2)/2. What is even more important 
is the fact that for the fixed prototypes, the value of the 
fuzzification coefficient does not influence the location of the 
boundary. In other words, we may not see too much value in 
changing the value of “m” with intent of shifting the position 
of the boundary. On the other hand, different values of the 
fuzzification coefficient coming with each cluster yield the 
expression

(5)

whose solution with respect to x0 depends upon the values of 
m1 and m2. Results for selected values of m1 and m2 (see Table 
1), show that these fuzzification coefficient directly impact the 
location of the boundary between the clusters. This 
demonstrates that the fuzzification coefficients offer flexibility 
which could be directly utilized in the design of classifiers.

TABLE I. VALUES OF THE BOUNDARY BETWEEN CLUSTERS

m1/m2 1.1 2.0 3.5
1.1 2.75 2.88 2.81
2.0 2.62 2.75 3.02
3.5 2.70 2.48 2.75

Boundary values for selected values of m1 and m2. The prototypes are fixed 
and equal to v1 = 1.5 and v2 = 4.0.

With regard to clusters of variable geometry, one could 
mention the well-known Gustafson-Kessel (GK) method [7] in 
which each cluster is characterized by its own Mahalanobis 

distance function of the form ||x–vi||
2 =

where �i is a fuzzy covariance matrix of the ith cluster which 
controls its shape. In contrast to the method proposed here in 
which m comes with a straightforward interpretation (as it tells 
us immediately about the shape of membership functions), in 
the GK clustering method the visually appealing interpretation 
of the covariance matrix is not available. The determination of 
the entries of the covariance matrix itself is also more 
cumbersome and requires some assumptions to be made 
upfront (typically, we require that the determinant of the 
covariance matrix is fixed, that is for all clusters we require 
that det(�i) = � > 0). 

III. OPTIMIZATION PROCEDURE

The optimization problem expressed by (2) is more complex 
than the one encountered in the standard FCM. Recall that in 
the latter case, for the fixed number of clusters and the 

fuzzification coefficient and the distance taken as the 
Euclidean one, there is an iterative optimization scheme in 
which we successively update the partition matrix and the 
prototypes following the formulas

• update of partition matrix  

(6)

• update of prototypes  

The process iterates until there are no substantial changes in 
the entries of the successive partition matrices. This 
optimization scheme does not guarantee convergence to the 
global minimum of the objective function (and, as practice 
shows, the results produced in this way are meaningful). The 
problem encountered here involves another set of parameters 
contained in the vector of the fuzzification coefficients m.
Notably, the optimization of the entries of m cannot be 
directly realized through gradient-based optimization. 
Similarly, there is a strong monotonicity between the values of 
m and the resulting objective function, which could easily 
misguide techniques of local optimization preventing from a 
thorough exploration of the parameter space. Taking this into 
consideration, there is a strong motivation behind the use of 
evolutionary optimization whose population-based search 
strategy offers a possibility of carrying out global search. 
Furthermore evolutionary methods can cope with complex 
fitness functions and this could help directly use the results of 
clustering in the predefined application context.   There is 
panoply of mechanisms of evolutionary optimization. When 
making a proper selection, one has to look for computational 
costs, effectiveness, and suitability to handle some category of 
the optimization problems. One of the alternatives, which has 
been recognized in the literature as an effective optimization 
method is Particle Swarm Optimization (PSO), see [10]. The 
reader may refer to the abundant literature with this regard 
including also a number of variants of the generic version of 
the PSO. 

Let us consider a certain fitness function V (which is not 
restricted to the original objective function Q yet Q could be 
viewed as one of the realizations of V). The nature of the 
fitness function depends upon the way in which the results of 
clustering will be used or the quality of clustering be assessed–
the details will be presented in the next section.    

To summarize, all optimization components are put together 
and portrayed in a schematic format in Figure 2.
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Figure 2.  An overview of optimization realized at global and local level.

Here we envision a collaborative optimization that involves
some mechanisms of gradient-based optimization or other 
local search–oriented optimization is embedded in the more 
general settings of the PSO.  While PSO supports global 
optimization, the effectiveness of the method is higher when 
the size of the search space is limited which is particularly 
critical in case of complicated and computationally demanding 
fitness functions. Furthermore if there is a possibility to 
construct a solution in an analytical fashion, this hybrid 
optimization strategy is always highly desirable. 

Here the following optimization scenario is realized. We 
introduce the expression 

(7)

as a way of computing the partition matrix; note that we do not 
claim that these calculations realize some optimization 
procedure but rather we consider that this expression to be a 
meaningful way of determining the membership grades. The 
prototypes are determined in a way they minimize (2) with 
respect to vi; that is Q = 0, which when using the Euclidean 

distance produces a global minimum of Q. The detailed 
formula comes as the weighted sum of the form

(8)

The vector of the fuzzification coefficients is subject to the 
PSO minimization of V. The flow of optimization consists of 
two phases: each individual located in the search space of m’s 
triggers the search in the space of the partition matrices and 
the prototypes. At this inner optimization loop, in a series of 
iterations the prototypes are update following (7) while the 
calculations of the partition matrix are governed by (6). As 
there is no formal proof of convergence of these iterations, we 
also realize a stopping criterion for this inner loop by 
terminating calculations if the objective function starts to 
increase. The general overview of the overall optimization 
scheme is shown in Figure 3. The nested nature of the 
optimization is highlighted here.

Figure 3. Details of the optimization setup; show are linkages between local 
(iterative scheme) and global (PSO).

IV. EVALUATION CRITERIA

Clustering results can be used in many different ways; this 
naturally leads to the use of a certain fitness function. We 
consider three groups of the tasks whose goal is clearly 
delineated and thus the resulting criterion is equipped with a 
well-defined semantics.

A. Validity of Structure

Here we are focused on answering the fundamental question: 
how valid are obtained results of clustering? Is the structure 
being revealed (discovered) truly the structure which is present 
in the data set or the results of clustering are merely 
superimposed on the data at hand? There is also another 
fundamental question as to the number of clusters in the data. 
In those cases we encounter a great deal of cluster validity 
indexes and those can be used to serve as examples of fitness 
function.

B. Reconstruction Capabilities of the Structure

Here we are concerned with the ability of the clusters –
information granules to represent (or approximate) original 
data. The idea links directly with the concept of quantization 
or data compression – as a matter of fact this is the essence of 
information granulation. Being more specific, we express the 
quality of reconstruction as the sum of distances between 
original data xk and its reconstructed version  that is 

. This sum is treated as the fitness function. 

We determine as a solution to the following optimization 

problem 

(9)

in which the reconstruction of xk is realized on a basis of the 
collection of the prototypes where the corresponding elements 
of the partition matrix serve as the weights of the respective 
distances. By minimizing this sum of weighted distances from 
the corresponding prototypes (assuming the Euclidean 
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distance in this expression), the straightforward calculations 
produce the following expression

(10)

(note that  obtained in this way assures global minimum of 

the reconstruction error).

C. Classification and/or Mapping Usefulness of the Clusters 

Quite often clustering is regarded as a preliminary phase of 
system modeling where the revealed structure is used to 
construct the detailed model. In essence, the clusters, say 
prototypes, form a blueprint of the overall model. For instance, 
we use prototypes to position receptive fields in RBF neural 
networks. Likewise we can treat the membership functions as 
the receptive fields (which is advantages in the sense we do 
not require to determine and adjust the sizes of the receptive 
fields, say by modifying the spreads of the Gaussian 
functions). Typically, fuzzy clusters are used to form rules in 
fuzzy rule-based modeling. In all those cases the effectiveness 
of fuzzy clustering is measured implicitly by quantifying the 
quality of the resulting model. In this sense, the fitness 
function is the performance measure of the model and it 
becomes apparent that in this optimization framework there 
are no explicit expressions using which one could exploit 
mechanisms of gradient –based learning. 

Any of these categories of the problems comes with its own 
specific fitness function which is next optimized by the PSO.  

V. NUMERICAL ILLUSTRATION

The experiments presented in this section which were 
completed for several data sets coming from Machine 
Learning Repository (http://archive.ics.uci.edu/ml/) serve as 
an illustration of the performance of the clustering method and 
a nature of the results, especially in terms of the values of the 
fuzzification coefficient. For comparative reasons, we present 
the results when the fuzzification coefficient has been selected 
to be equal to 2 (a scenario which is commonly present in the 
literature). As to the evaluation criterion of the underlying 
optimization we consider the reconstruction abilities achieved 
by the clusters. Obviously, any other criterion could be also 
taken into consideration. The PSO optimization environment 
was realized with the following parameters: population size of 
20 individuals, number of iterations of 10, c1, c2 = random 
numbers in [0,2]. This specific numeric value of the inertial 
weight is the one commonly encountered in the literature (and 
we did not feel compelled to make any adjustments with this 
regard). In some other cases, the numeric values were selected 
on a basis of some experimental evidence gathered during 
experiments (and this aspect is concerned with the size of the 
population and the number of iterations used to run the 
optimization). 

A. Boston Housing Data 

In the experiments, the number of clusters was varied in-
between 2 and 16 and the corresponding values of the 
reconstruction criterion V were recorded. The clustering was 
run for a fixed value of the fuzzification coefficient m = 2 and 
the optimized values of the vector m. In all cases, there is an 
improvement in terms of the lower values of the 
reconstruction error, see Figure 4. Figure 5 shows the values 
of the optimized fuzzification coefficients for selected values 
of c. Interestingly, the optimal entries of m vary from cluster 
to cluster showing that the improvement comes as a result of 
allowing for variability in the geometry of the clusters. 

Figure 4. Reconstruction error V versus the number of clusters: upper curve -
m=2, lower curve – variable fuzzification coefficient.

(a)

(b)

(c)
Figure 5. Bar plots of the fuzzification coefficients for selected numbers of 

clusters: (a) c=3, (b) c=8, and (c) c=9.

B. auto_mpg Data 

The results for this data set are visualized in Figure 6 and 7, 
respectively. In all cases, we note a reduction in the values of 
the reconstruction error resulting from the use of variable 
geometry of the clusters. There is also a significant diversity in 
the values of the optimized fuzzification coefficients. 
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Figure 6. Reconstruction error V versus the number of clusters: upper curve -
m=2, lower curve – variable fuzzification coefficient.

(a) (b)

Figure 7. Bar plots of the fuzzification coefficients for selected numbers of 
clusters: (a) c=4, (b) c=10.

VI. CONCLUSIONS

The geometric diversity of fuzzy clusters implemented in this 
study through modifiable fuzzification coefficient endows the 
clustering method with additional flexibility. This 
augmentation of the method comes with high interpretability 
as the role of fuzzification coefficients is well understood. The 
optimization setup has been extended by bringing together the 
techniques of global optimization (PSO) and local 
optimization (realized through gradient-based learning). This 
hybrid optimization is highly beneficial when dealing with 
complex fitness functions (and in this way one can incorporate 
a variety of general design criteria ranging from cluster 
validity indices, reconstruction criterion, and performance 
indices pertinent to fuzzy models whose integral structural 
component are the clusters formed by grouping the data. 

There is another interesting and promising direction which 
could augment the investigations presented in this study. The 
distance function itself could be allowed to vary from cluster 
to cluster and its optimization offers another component of 
flexibility one can exploit when searching for structure in data. 
Here the Minkowski distance between x and y expressed as 

with r 1 arises here as a viable 

alternative. In fact, we have an infinite family of distances 
indexed by some parameter “r” It is well-known that the 
Hamming, Euclidean and Tchebyshev distances are particular 
cases of the Minkowski distance for r = 1, 2, and ,
respectively. As in case of the fuzzification coefficients, the 
optimization with respect to “r” can be completed through 

genetic optimization (and the PSO, in particular). The overall 
objective function in this case comes in the form 

(11)

and the associated vector of parameters to be optimized 
consists of two parts, that is [m r] with r being a c-dimensional 
vector containing parameters of the Minkowski distances used 
individually for the clusters. The flexibility inbuilt into the 
clustering method could be also utilized in case of clustering 
with partial supervision where the available constraints could 
be accommodated through the proper adjustments of the 
parameters of the method. 

ACKNOWLEDGMENT

The Monbukagakusho Scholarship from the Government of
Japan is gratefully acknowledged.

REFERENCES

[1] Bandyopadhyay, S., and U. Maulik. "Nonparametric genetic clustering: 
comparison of validity indices." IEEE Transactions on Systems, Man, 
and Cybernetics - Part C 31,  (2001) 120-125.

[2] Bezdek, J. C. Pattern recognition with fuzzy objective function 

algorithms. Plenum Press, N. York, 1981.

[3] Bezdek, J. C., and R. J. Hathaway. "Optimization of fuzzy clustering 
criteria using genetic algorithms." Proc. IEEE World Congress on 
Computational Intelligence. 1994. 589-594.

[4] ��� �������	
�� ��� �	����� ��� ��
������� ������
���� ����	� �
���

������
������������ ���
�
���
��� ��	��
������ ��������	 
���������	
����� ��������� ���� � 	�����	���

[5] Estivill-Castro, V., and A. T. Murray. "Spatial clustering for data mining 
with genetic algorithms." Proc. Int. ICSC Symposium on Engineerign of 
Intelligent Systems. 1997. 317-323.

[6] ��� ����� ��� � ��� ���  ��	�� �� 	����
�� ������ ��� ����� ��	��
���� ����

�������
�	� ����	��
���� ������
����	 � 	 ���� �	����	 �������������� ���� ���
���	����� ��

[7] ����������������� ������������!������������
�	�� 
����������������
�����

����
���������


	 ����
	 ��	��������	 ���	 �������� � �� �� �� 	����
�	���
������������

[8] Hall, L. O., I. B. Özyurt, and J. C. Bezdek. "Clustering with a genetically 
optimized approach." IEEE Trans. on Evolutionary Computation 3 
(1999): 103-112.

[9] Hruschka, Eduardo R., Ricardo J. G. B. Campello, Alex A. Freitas, and 
André C. P. L. F. Carvalho. "A Survey of Evolutionary Algorithms for 
Clustering." IEEE Transactions on Systems, Man, and Cybernetics -
Part C: Applications and Reviews, 2008: to appear.

[10] Kennedy, J., and R. C. Eberhart. Swam Intelligence. Morgan Kaufmann, 
CA, 2001.

[11] Klawonn, F., and A. Keller. "Fuzzy clustering with evolutionary 
algorithms." Proc. Seventh IFSA World Congress. 1997. 312-323.

[12] Krishnapuram, R., O. Nasraoui, and H. Frigui. "The fuzzy c-spherical 
shells algorithm: A new approach." IEEE Transactions on Neural 
Networks, 1992: 663-671.

[13] ��� � ����������"�
��
���� � �������������������	 ��	 � ���	 	� ��������	���	

���	������������������ 
�������������� ����� � ���

[14] Van Le, T. "Evolutionary fuzzy clustering." Proceedings of IEEE 
International Conference on Evolutionary Computation. 1995. 753-758.

[15] Zhao, L., Y. Tsujimura, and M. Gen. "Genetic algorithm for fuzzy 
clustering." Proceedings of IEEE International Conference on 

Evolutionary Computation. 1996. 716-719.

691



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


