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Abstract—Most, if not all, of the researches in support vector
machine (SVM) based face recognition algorithms have generally
presumed that the classifier is static and thus unscalable, due
to the fact that SVM is a supervised learning method. This
paper introduces a novel SVM based face recognition method—
by dynamically adding “new” faces of existing or new persons
into the face database—which circumvents these difficulties. In
other words, the proposed algorithm is able to learn and recognize
faces that are not in the face database before. The paper presents
the theory and the experimental results using the new approach.
Our experimental results indicate that the accuracy rate of
the proposed algorithm ranges from 91% up to 100% and
outperforms all the others.

Index Terms—support vector machine, face recognition.

I. INTRODUCTION

A face recognition system is generally composed of three
modules: face detection, feature extraction, and face recog-
nition [1]. The face detection module is responsible for seg-
mentation of faces, the feature extraction module for feature
extraction from the face regions, and the face recognition
module for recognition and verification.

Most of the recent researches on face recognition are
focused on how to improve the accuracy rate of a face recog-
nition system. These researches basically fall into two groups.
One group is focused on developing a more effective feature
extraction module to reduce the influence of illumination,
position, orientation, scale, and expression [2], [3], [4], [5],
[6], [7], [8]. The other group is focused on using a more
effective classification method to enhance the quality of the end
results of a face recognition system. The algorithms proposed
include Bayesian Framework [9], [10], Nearest Neighbor (NN)
[11], [12], [13], Genetic Algorithm (GA) [14], [15], Hidden
Markov Models (HMM) [16], [17], and Support Vector Ma-
chine (SVM) [12], [18], [19], [20], [21]. Nowadays, Support
Vector Machine (SVM) has been widely used in solving the
classification problem for face recognition for a very simple
reason. SVM can be used to partition the data that are non-

linearly separable such as human face images. Another reason
is that SVM provides a very high accuracy rate for the human

face classification problem, especially when the data set is
complicated.

However, one of the major problems with the SVM based
face recognition system is that the classifier,1 once created,
is not allowed to be changed—be it for recognition or veri-
fication. The consequence is that all the facial data have to
be available at the training stage insofar as a traditional SVM
is concerned. Unfortunately, more often than not, not all the
facial data can be collected at once in practice.

The proposed algorithm resembles the semi-supervised
learning (SSL) [22], [23], which assumes that the training
data set is composed of both labeled and unlabeled data. The
labeled data are used to create the initial classifier as we did
in the paper while the unlabeled data are used to enhance the
“performance” of the classifier but the number of classes in
the classifier will remain intact. The proposed algorithm can
eventually increase not only the number of images in the face
database but also the number of classifiers in the classifier, all
on the fly. Similar to SSL, the proposed algorithm faces some
of the problems SSL faced, namely, the unlabeled data may
degrade the performance of the classifier.

The remainder of the paper is organized as follows. Sec-
tion II briefly discusses SVM and how it can be used for face
recognition. It also gives the problem definition. Section III
presents the proposed algorithm and explains how the proposed
algorithm is designed. The experimental results are given in
Section IV. We conclude our work and give future directions
in Section V.

II. RELATED WORK AND PROBLEM DEFINITION

A. Support Vector Machine for Face Recognition

Support Vector Machine (SVM) is a relatively recent
learning technique based on the structural risk minimization
principle [24]. The basic idea of SVM [25], [26], [27] is to
construct a hyperplane with the largest margin to classify a set

1As far as this paper is concerned, unless stated otherwise, by “classifier”,
we mean either a tree of classifiers or a set of classifiers or even a standalone
classifier.
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of data drawn from a known or unknown distribution into two
classes. Or more precisely and mathematically, the basic idea
of SVM is to assign a label yi ∈ {−1, +1} to each pattern xi in
the training data set. For the training patterns that are linearly
separable, the optimal separating hyperplane w · x + b = 0
where w is the normal to the hyperplane and b a scalar constant
that can be found by minimizing

‖w‖2

2
subject to yi(xi · w + b) − 1 ≥ 0

for all i = 1, 2, . . . , n. For the training data that are non-
linearly separable, slack variables ξi, penalty parameter C, and
kernel function Φ can be introduced, and the optimal separating
hyperplane can be found by minimizing

‖w‖2

2
+ C

n∑

i=1

ξi subject to yi(Φ(xi) · w + b) − 1 + ξi ≥ 0

for all i = 1, 2, . . . , n.
Although relatively new, SVM based classification algo-

rithms have been widely used in solving the face recognition
problem [12], [18], [19]. Basically, SVM is a binary classifica-
tion algorithm. When used in solving the multi-class problem
[26], the structures of one-against-all, one-against-one, binary
decision, directed acyclic graph, and so on can be used. In [28],
Benabdeslem presents a Dendogram-based Support Vector
Machine (DSVM) for constructing the classifier. DSVM first
computes the mean of each group and then uses all the means
to perform the hierarchical clustering. DSVM can efficiently
reduce the number of classifiers from

(
n
2

)
down to n − 1, as

Fig. 1 shows. It will in turn reduce the time classification takes
from O(n) or even O(n2) down to O(log n).

SVM1

SVM1,2

SVM1,1

SVM1,2,2 SVM1,2,1

C1 C3 C5 C4 C2 C6

Classification Clustering
X

Fig. 1. Example showing how a DSVM classifier is used to recognize a test
pattern X .

In [12], Kang presents a Support Vector Domain Descrip-
tion (SVDD) method for multi-class classification. By avoiding
the repeated use of data, SVDD can also reduce the training
time. In [18], Mu points out that the performance of SVM is
sensitive to the setting of kernel and regularization parameters.
They assumed that the SVM parameter tuning problem can
be viewed as a weighted least-square minimization problem.
Then, the extended Kalman filter (EKF) algorithm can be
applied to solve the multiple parameter tuning 2-norm Support
Vector Machine (L2-SVM) problem. In [19], Hong presents
an emotion recognition system that can adapt to new facial

data. They collect facial expression samples to train the SVM
classifier. Only if new facial expressions are recognized erro-
neously, will the erroneously recognized data and the data that
are nearest to the original hyperplane be used to retrain the
classifier.

B. The Problem of Newly Created Classes

Apparently, training the classifier [29], [30], [31], [32] has
become more and more important for the face recognition
problem, especially when either SVM or SVM based algorithm
is used and the face database is either large or non-static. This
can be easily justified by the observation that as the training
data set becomes dynamic, it is only a subset of the training
data set that will be available for creating the initial classifier.
In other words, not all the training data need to be involved
in the creation of the classifier at the very beginning. This
would save both the memory space and the computation time,
by adding new classes into the classifier thus providing an
approach to solving the problem of not having all the facial
data during the initial training stage.

In [33], S3VM is presented with branch and bound tech-
nique. When new training data arrive, only the neighborhood
of these new data will be considered for updating the S3VM.
Luo [34] uses fixed-partition method to partition the data set
into fixed size subsets and then train them one by one. Luo
further uses error-driven method to decide whether or not to
retrain the data. The growth of the memory requirements for
SVM is controlled by excluding those which can be expressed
as a linear combination of the others in the feature space.
Cauwenberghs [35] constructs the solution recursively, one
point at a time. The correctness of the solution is guaranteed by
retaining the Kuhn-Tucker conditions when a new data point
is added to the solution.

However, if the system only accepted that the addition of
new patterns that should be in the group of the training data,
it will not be satisfied the conditions of the real world system.
Fig. 2 gives an example of a classifier, which is composed
of two classes of data. Fig. 3 shows how the classifier is
trained. Upon receiving of new data, the system will first add
the new data to the face database and then train the classifier—
by adjusting the setting of the hyperplanes. Fig. 3(a) shows an
example that requires no new classes to be created because the
new training data belong to existing classes. Figs. 3(b) to (d)
show other examples that require a new classifier to be added.
Note that only some of the possible cases that the proposed
algorithm may face upon receiving of new data are shown
in Fig. 3. Together, the examples described in Figs. 3(a)–(d)
show how the system can use a subset of training data to
create an initial classifier and then add new classes to the
classifier. In summary, it is the combination of these two
methods that provide the SVM a more efficient way to handle
a face database that is either large or non-static.

The problem is defined as follows:
Input: First, a set of labeled data DL. Then, a stream of

unlabeled DU entering the system one after another.
Output: A classifier for all the training data D = DL∪DU .
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Fig. 2. Example showing two classes of training data separated by a
hyperplane.
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(c) (d)
Fig. 3. An example illustrating how the classifier is updated. (a) new training
data belong to existing classes. (b)–(d) new training data belong to a new class.

Note that data in DL are labeled; the training can be
considered as supervised. On the other hand, data in DU are
unlabeled; the training can be considered as unsupervised.
Thus, the name “Semi-SVM (Semi-Supervised Support Vector
Machine),” or Semi-SVM for short.

III. THE PROPOSED ALGORITHM

A. Semi-Supervised SVM

Fig. 4 gives an outline of the Semi-SVM algorithm that
is basically composed of two modules: (1) supervised learning
and (2) unsupervised learning. The supervised learning module
takes the responsibility of creating the initial classifier as well
as a set of half-hyperplanes the purpose of which is to help the
unsupervised learning module identify if an unlabeled datum
is eventually a member of an existing or a new class. The
unsupervised learning module plays the role of training the
classifier, by either updating existing classes or creating new
classes if necessary.

The supervised learning module starts on line 2. First, the
candidate pool P and the classifier T are each initialized to
be an empty set on line 2. Then, the initial classifier T for the
set of labeled data DL is constructed on line 3 using DSVM
[28] for DSVM can save a great deal of the training time

as we discussed earlier. After that, the proposed algorithm
uses the one-against-all SVMs to partition DL into a set of
q half-hyperplanes R = {R1, R2, . . . , Rq} each of which is
associated with a classifier in T on line 4, where q is the
number of labeled classes. That is, T = {T1, T2, . . . , Tq} and
Ri corresponds to Ci for all i. As stated earlier, the sole
purpose of the set of half-hyperplanes is to help Semi-SVM
identify if a new pattern should be assigned to either an existing
or a new class.

The unsupervised learning module starts on line 6. First,
the number of new classes κ is reset to zero on line 6. Then,
for each of the unlabeled datum dj , it will be identified by
Semi-SVM as either belonging to an existing class or to a
new class on line 8. First, the distances between dj and all
the classes currently in the classifier T are computed. Then,
the class Ci that is closest to dj is chosen as the class of
dj . After that, dj is checked to see if it is also in the half-
hyperplane Ri. If not, it will be assigned to the candidate pool
P on line 9. On line 10, if a brand new class is needed to
be created,2 the number of new classes κ will be incremented.
Otherwise, it will be assumed to be a member of the class Ci

and will be added into the classifier T on line 12. This loop
(lines 7–13) will be repeated until no data are available. After
that, the patterns in the candidate pool P will be partitioned
into κ classes on line 14. Then, each of the new classes with
more than three patterns in it is merged to the classifier T .
Classes with no more than three patterns are assumed to be
either noise or outlier and are put back to the candidate pool
P—to be considered again along with new patterns put in the
pool in the next round of the training process—on line 16.
Then, the classifier T is output on line 17. Finally, the system
will be waiting for new data to arrive. and upon receiving of
new data, the system will get back to 6 for another round of
the training process.

B. An Example

In this section, we present a simple example to illustrate
exactly how Semi-SVM works. As described in Fig. 5, the
classifier is initially composed of three classes and then grown
to five classes at the end. The details of how it is constructed
are given below.

First, the supervised learning module of Semi-SVM as
shown in Fig. 4 is applied to construct an n − 1 = 3 − 1 = 2
node classifier as (i) of Fig. 5(a) shows. Then, as (ii) of
Fig. 5(a) indicates, one-against-all SVMs is performed to
partition the training patterns into a set of half-hyperplanes
R = {R1, R2, R3} each of which are associated with the
corresponding class shown in (i) of Fig. 5(a). That is, Ri is
associated with Ci for all i = 1, 2, 3. As noted earlier, the sole
purpose of R is to help Semi-SVM identify if an unlabeled
datum is a member of an existing or a new class.

Then, the unsupervised learning step of Semi-SVM as
shown in Fig. 5 is applied to identify an unlabeled datum (or
pattern) to see if it is a member of an existing or a new class.

2That is, if dj and dj+1 belong to the same new class, then only one new
class will be created, and the number of new classes κ will remain the same.

1673



1 // 1. supervised learning
2 Let P = φ and T = φ
3 Create the initial classifier T for the set of labeled data DL

4 Partition DL into a set of half-hyperplanes R using the one-against-all SVMs classification
5 // 2. unsupervised learning
6 Let κ = 0.
7 For each unlabeled datum dj ∈ DU

8 If dj is most similar to Ci but not also in the associated half-hyperplane Ri

9 Add dj to the candidate pool P
10 If a brand new class is required for dj , then κ = κ + 1
11 Else
12 Incrementally add dj into the classifier T
13 End
14 Partition the patterns in P to a set of κ disjoint classes
15 Merge each of the new classes with more than three patterns to T
16 Put each of the new clusters with no more than three patterns back to P
17 Output the classifier T
18 Wait for new data. Upon receiving of new data, go to line 6

Fig. 4. Outline of the Semi-SVM algorithm.

The most important issue as far as the unsupervised learning
module is concerned is how to deal with these two situations.
In the paper, the DSVM classifier plays the role of finding the
class that is most similar to the newly arrived pattern as shown
in (i) of Fig. 5(b). Then, the set of regions R resulting from the
one-against-all SVMs is used to determine if the newly arrived
pattern is a member of a class currently in the classifier T , as
(ii) of Fig. 5(b) shows, or it is supposed to be in a new class, as
(iii) of Fig. 5(b) indicates. More precisely, if the newly arrived
pattern is in the half-hyperplane Ri associated with the class
Ci, then the pattern is considered as a member of Ci. For
example, if a pattern is classified as a member of class C1 by
the DSVM classifier, but it is not also identified as in the half-
hyperplane R1 associated with C1. The proposed algorithm
will consider the pattern as belonging to a new class. The
situation would look like those given in Fig. 3(b) to (d). If
Semi-SVM identifies the pattern as belonging to a new class,
the proposed algorithm will put it into the candidate pool P
as shown in (iii) of Fig. 5(b). Otherwise, the pattern will be
added to the classifier as shown in (ii) of Fig. 5(b). Finally, a
partitional clustering algorithm such as k-means is employed
to partition the patterns in P into κ clusters as shown in (iv) of
Fig. 5(b). Then, classes with no more than three patterns will
be considered as either noise or outlier and will be put back
to the candidate pool P . Each of the remaining clusters will
be merged to the node that is closest to it, as (v) of Fig. 5(b)
shows.

IV. EXPERIMENTAL RESULTS

In the paper, we evaluate one-against-one SVM, DSVM
[28], and Semi-SVM. All empirical analyses are run on a
Pentium-D machine with 768 MB of memory. The operation
system is Fedora Core 8, and the programs are written in C
and compiled by gcc version 4.3.0. The details of the data sets

and the evaluation of these algorithms will be given in the
following sections. The kernel function Φ used in this paper
is the radial basis function (RBF) kernel.

A. Data Sets and Parameter Settings

For the purpose of evaluating the performance of the
proposed algorithm, the ORL face database [36] is used. It
contains 400 face images from 40 distinct subjects with 10
frontal exposures of each assuming different facial expressions,
lighting, and slight orientation changes. In the paper, we test
three cases each of which consist, respectively, of 10, 20, and
40 classes. The 10-class case contains 8 classes of labeled data
and 2 classes of unlabeled data; the 20-class case 16 classes of
labeled data and 4 classes of unlabeled data; and the 40-class
case 32 classes of labeled data and 8 classes of unlabeled data.
For all the three cases tested, 70% of each class of the labeled
data are used to construct the initial classifier. For instance,
for the 10-class case, 8 × 7 = 56 labeled images are used. In
addition to classes of unlabeled data, the remaining 30% of
each class of the labeled data are used as the unlabeled data
for the purpose of unsupervised training.

B. Simulation Results

Table I compares the performance of Semi-SVM with one-
against-one SVM and DSVM. Table I shows that the quality of
the end results of DSVM is very close to that of one-against-
one SVM, but DSVM requires only n − 1 SVM classifiers
instead of

(
n
2

)
. The end results of Semi-SVM are exactly the

same as those of DSVM for all the three cases we tested.
Since only 70% of the labeled data are used for the purpose

of supervised training, not all the label data are correctly
recognized. For instance, (74 labeled, 19 unlabeled) in the
last column of Table I indicates that for the 10-class case,
only 74 out of 80 (i.e., 92.5%) labeled images are correctly
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TABLE I
SIMULATION RESULTS OF DSVM AND SEMI-SVM.

classes one-against-one DSVM Semi-SVM
images accuracy images accuracy images accuracy

8 (all labeled) 80 / 80 100.00% 80 / 80 100.00% 80 / 80 100.00%
10 (8 labeled + 2 unlabeled) — — — — 93 / 100 93.00%

( 74 labeled, 19 unlabeled) (92.50% labeled, 95.0% unlabeled)
16 (all labeled) 157 / 160 98.13% 157 / 160 98.13% 157 / 160 98.13%

20 (16 labeled + 4 unlabeled) — — — — 188 / 200 94.00%
(150 labeled, 38 unlabeled) (93.75% labeled, 95.0% unlabeled)

32 (all labeled) 312 / 320 97.50% 312 / 320 97.50% 312 / 320 97.50%
40 (32 labeled + 8 unlabeled) — — — — 364 / 400 91.00%

(294 labeled, 70 unlabeled) (91.86% labeled, 87.5% unlabeled)

C2

C1

C3

R1

R2

R3

C1 C2 C3

i)

ii)

(a) Step 1: supervised learning.

R2

R1

R3

R2

R1

R3

(i) (ii) (iii)

C1 C3 C2

R3

R1

Candidate pool P

R2

C5

nearest cluster

nearest cluster

(iv) (v)

C1 C3 C2

C4 C2 C5C1 C3

C4

(b) Step 2: unsupervised learning.

Fig. 5. A simple example illustrating how Semi-SVM works. See the text
for more detailed explanation.

recognized, and only 19 out of 20 (i.e., 95%) unlabeled images
are correctly recognized.

The simulation results show that the accuracy rate of Semi-
SVM is no less than 91% for all the cases we tested. The
results of one-against-one SVM and DSVM are not provided
because they do not handle unlabeled data. For example, if the
one-against-one SVM classifier is constructed using 8 classes
of labeled data, but the test data consist of 10 classes two

of which are unlabeled. Then, 20% of the test data will be
identified by the one-against-one SVM classifier as members
of the eight classes. The accuracy rate of SVM and DSVM
will be less than 80%. For Semi-SVM, the accuracy rate is
about 91%, at least 11% higher than SVM and DSVM. On
the other hand, these results showed that as the number of
unlabeled classes increases, the accuracy rate of Semi-SVM
will decrease much slower than that of the traditional SVM.

V. CONCLUSION

In practice, it is almost impossible to collect all the facial
data at once. Even if it is possible to collect all the facial data,
it is often extremely expensive to label them because a great
deal of efforts are required. As such, a face recognition system
that is capable of semi-supervised learning would significantly
reduce the cost of such a system. We propose a dynamic semi-
supervised support vector machine based algorithm, called
Semi-SVM, to deal with the classification problem the input
of which consist of both labeled and unlabeled data. It is
fundamentally different from traditional SVM in that the face
database need not hold all the facial data of each person at
the very beginning. As such, Semi-SVM provides a flexible
solution to the real-world problem. Our simulation results
showed that the accuracy rate of the proposed algorithm is
very close to that of the traditional SVM based classification
algorithms, which require that the person to be recognized be
in the face database. Moreover, the user of the proposed face
recognition system is now able to label new faces in a group
basis instead of one by one. As for the performance of Semi-
SVM, if no new class is ever needed to be created, the accuracy
rate of the proposed algorithm is exactly the same as DSVM.
Otherwise, both SVM and DSVM are not able to solve the
problem, but Semi-SVM can solve such a problem.
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