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Abstract—In this paper, we propose an online evolutionary Context-Aware classifier ensemble framework for object recognition systems which are adaptive to various environments. The starting point utilizes a context recognizer, a context knowledge base and a classifier ensemble generator to provide optimal solutions for classifier ensemble. Even though our framework is quite general and could be applied to various classification tasks, here we focus on the cases of face recognition. The proposed framework uses an unsupervised learning method to carry out context modeling tasks for various environments. The data for classifier ensemble are assigned to corresponding contexts based on supervised learning and an evolutionary algorithm processes all the information to generate context knowledge for online adaptation. Experimental comparisons with systems based on conventional face recognition algorithms upon four extended benchmark data sets, E-FERET, E-Yale, E-INHA, and our own database showed that the system based on our framework was able to operate in dynamic environments with stable performance which others could not achieve.
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I. INTRODUCTION

Context-Aware computing has been investigated for years by researchers [1] with the ultimate goal of providing highly robust systems that can be applied to meet the user’s needs in various fields such as visualization [2], distributed systems [3], mobile devices [4], [5] and image coding [6]. In order to make the decision of the system even more accurate, literature claim that by combining the outputs of a team of classifiers, the accuracy of the decision can be superior to the best one in the team [7]. However, selecting a suitable combination method has proven to be difficult [7]. Despite numerous efforts spent in this area, methods developed so far have been based on intuitive techniques or aimed at special cases [8-14]. In this study, we propose a way of performing the classifier ensemble relying on the context information. We separate our framework into two modes, a learning mode and an operation mode, in accordance with their functionalities. As for the learning mode, a context recognizer and a classifier ensemble generator are trained with unsupervised and supervised methods respectively. An evolutionary processor optimizes the resulting context knowledge. For the operation mode, context and input data are gathered separately. The former is used to generate classifier ensemble scheme according to the context knowledge accumulated during learning, while the latter is the input data of the classifier ensemble. In addition, an online learning scheme is established by means of collecting the output of the framework during the operation mode and repeating the process of the learning mode in a short period.

The text is organized as follows. Section II introduces the basic structure of the whole framework. Section III presents the details of the learning and operation modes. In Section IV, the experiment set up and results are included and Section V offers our conclusion.

II. BASIC FRAMEWORK STRUCTURE

The basic idea under the framework is to automatically modify the classifier ensemble scheme using the information derived from context data. As shown in Figure 1, a Context Recognizer (CR) is used for recognizing the context data. A Classifier Ensemble Generator (CEG) is employed for generating the classifier ensemble scheme and classifying the problem according to the context recognition result from the CR. A CR Training Module and CEG Training Module are used for training CR and CEG during the learning mode respectively. The Control Module (CM) assembles and dispatches the context information and corresponding classifier ensemble information. An Evolutionary Processor (EP) and Context Knowledge Base (CKB) are used for optimizing and saving the context knowledge. Finally, a Result Evaluator (RE) decides whether the classification result is incorrect and Data Accumulator (DA) saves the data in case of further training.
III. LEARNING MODE AND OPERATION MODE

A. Learning Mode

In this subsection we describe in detail the learning mode of our proposed framework (see Figure 2 for an illustration). We begin by considering CR Training Module, which takes predefined or accumulated context training data $D$ as the input. The parameters of probabilities of all contexts are represented by parameter vector $\theta = (\theta_1, \theta_2, ..., \theta_i)^T$. The mixture density [15] for the data could be given by

$$p(D | \theta) = \sum_{i=1}^{n} p(D | \omega_i, \theta_i) P(\omega_i),$$

where $\omega_i$ represents a state of nature to obtain $D$, $p(D | \omega_i, \theta_i)$ represents the component densities, and $P(\omega_i)$ represents the mixing parameters. Since various sources for context information and clues could be obtained [5], we assume here that we know the complete probability structure for the contexts and the probability density function $p(D | \theta)$ is identifiable. The procedure of unsupervised context learning is given by Figure 3.

Another important issue for the CR Training Module is that the number of contexts is unknown most of the time. Because we want to use the context information to optimize the classifier ensemble, we need to make sure the context information itself is collected correctly. If the number of contexts is known, many approaches for a predefined number

<table>
<thead>
<tr>
<th>Validity Checking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Given</td>
</tr>
<tr>
<td>$c$ : the number of context clusters</td>
</tr>
<tr>
<td>$E_c$ : validity criterion (e.g., sum-of-square-error)</td>
</tr>
<tr>
<td>$\delta$ : criterion threshold</td>
</tr>
<tr>
<td>$n$ : number of samples</td>
</tr>
<tr>
<td>Do $c = c + 1$</td>
</tr>
<tr>
<td>Calculate $E_c$</td>
</tr>
<tr>
<td>Get the gradient descent of $E_c$ and $E_{c-1}$</td>
</tr>
<tr>
<td>Until $g &lt; \delta$ or $c = n$</td>
</tr>
<tr>
<td>Return $c$</td>
</tr>
</tbody>
</table>

Figure 4. Validity checking procedure
of clusters such as Maximum-Likelihood, k-Means Clustering, and Unsupervised Bayesian Learning could be used. However, in most cases, we can’t predict how many different kinds of contexts we are facing. Therefore, we first give certain \( c \) as the number of context clusters and then perform a validity checking procedure. The common validity checking procedure is shown in Figure 4. After we achieve a satisfying \( c \) as the number of contexts, many approaches as mentioned above could take \( c \) as the predefined number to determine the number of contexts.

The task for the Evolutionary Processor (EP) is basically a global optimization problem [17], which is designing algorithms that can find the optimal combinations of contexts and classifier ensembles. The problem can be represented mathematically by:

\[
x^* = \min (\{ f(x) \mid x \in G \})
\]

where

\[
G \in \{ u, v : u \in \text{contexts}, v \in \text{classifier ensembles} \}.
\]

The searching procedure adopts ideas from the evolution under the natural selection and performs massive parallel search through \( G \) of possible solutions.

![Figure 5. Training Classifiers](image)

The detail of CEG training module is as follows: Let \( C = \{ C_1, C_2, \ldots, C_n \} \) be a set of classifiers in Classifier Ensemble Generator. As shown in Figure 5, we train each classifier \( C_j \) with data under different context conditions (one context can be assign to more than one classifier). After all classifiers have been trained to satisfying levels, we follow a supervised learning procedure to optimize the classifier ensemble regarding to the given context information. Let \( \omega = \{ \omega_1, \omega_2, \ldots, \omega_n \} \) and \( D' = \{ D'_1, D'_2, \ldots, D'_e \} \) be the training data. Each \( D'_i \) has the predefined class label \( \omega_{oi} \in \omega \), \( D'_i \in D' \), \( i \in [1, e] \). Given context information \( CI_i \), Classifiers in \( C \) take \( v \in D' \) as their input and assign it to a class label in \( \omega \), i.e., \( D' \to \omega \), \( j \in [1, n] \). Suppose the estimate of classifier \( C_j \) gets an output \( \omega_i \) with input \( D'_i \) is \( P(\omega_i \mid C_j, D'_i, CI_i) \), we have

\[
\sum_{j=0}^{n} P(\omega_i \mid C_j, D'_i, CI_i) = 1.
\]

Therefore we can acquire this decision profile [16]

\[
DP(v) = \begin{bmatrix}
P(\omega_1 \mid C_1, v, CI) & P(\omega_2 \mid C_1, v, CI) & \ldots & P(\omega_n \mid C_1, v, CI) \\
P(\omega_1 \mid C_2, v, CI) & P(\omega_2 \mid C_2, v, CI) & \ldots & P(\omega_n \mid C_2, v, CI) \\
\vdots & \vdots & \ddots & \vdots \\
P(\omega_1 \mid C_n, v, CI) & P(\omega_2 \mid C_n, v, CI) & \ldots & P(\omega_n \mid C_n, v, CI)
\end{bmatrix},
\]

where each row of the decision profile is one output of a classifier and each column is the probability of obtaining a class label. In [7, 13, 14, 17], many classifier ensemble methods have been proposed such as Rotation Forest, Boosting, Trainable Combiners and Fuzzy Integral. With methodologies carefully selected, the classifier ensemble results could be satisfying.

B. Operation Mode

Figure 6 shows the operation mode of our proposed system. The data obtained from the real world could be subcategorized into context data \( D_c \) and operation data \( D_o \). Then the context information will be achieved in CR by

\[
c = CR(D_c).
\]

After the Control Module (CM) generates the query \( q \) from \( c \), \( q \) is sent to Context Knowledge Base (CKB) to acquire the corresponding knowledge for constructing classifier ensemble in Classifier Ensemble Generator (CEG), and the

![Figure 6. Flowchart of operation mode of the proposed framework.](image)
generated classifier ensemble will acquire the classification result from the operation data. We have
\[ r = CEG(o, i), \] (7)
where \( o \) is the operation data CEG, \( i \) is the information for generating appropriate classifier ensemble and \( r \) is the classification result. Result Evaluator (RE) judges whether \( r \) should be saved in Data Accumulator (DA) for further online training.

IV. EXPERIMENTS

We applied our framework on a face recognition system due to its wide range of applications and high level of difficulty [18-20]. Our system was tested using an AMD Turion 64*2 mobile technology laptop with 2GB of RAM. The algorithms were implemented in Microsoft Visual Studio 2005. Good Results achieved under different kinds of environments verified the robustness and adaptiveness of the framework. The experiments are discussed as follows.

A. Unsupervised learning for contexts

Since the number of the context categories is unknown to the system, based on our framework, we embed the validity concept inside clustering method to create a novel online context learning algorithm.

To solve the validating problem, we advanced the hypothesis that there are exactly \( n \) clusters present and \( E(n) \), the error, is calculated by:
\[ E(n) = \sum_{i=1}^{n} \sum_{x \in D_i} \| x - m_i \|^2, \] (8)
where we partition the set of samples \( D \), which has the size of \( s \), into \( n \) subsets in order to minimize \( E(n) \). According to [15], for large \( s \), it can be shown that the distribution of \( E(n) \) is approximately normal with mean \( s(d - 2)\Sigma \), and variance \( 2s(d - \frac{8}{\pi^2})\Sigma^2 \), where \( d \) is the dimension of \( x \) and \( \Sigma \) is the covariance matrix of \( x \) in \( D \). We initialize \( n \) to 1. If we have
\[ \frac{E(2)}{E(1)} < 1 - \frac{2}{\pi d} - \alpha \sqrt{\frac{2(1 - 8/\pi^2 d)}{nd}}, \] (9)
where \( \alpha \) is decided by
\[ p = \int_{\alpha}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-u^2/2} du, \] (10)
we could reject the hypothesis at the significance of \( p \). This can easily be applied to any \( n \) by doing the same test. If the hypothesis is rejected, we advance a new hypothesis that there are exactly \( n + 1 \) clusters present, and do the validity test again. The clustering algorithm for the learning problem with unknown clusters is given by Figure 7.

The context learning algorithm was tested on the data set of 40000 face images under 400 different kinds of contexts caused by changing of illumination level, illumination direction as well as background. The clustering correctness \( R \) which is calculated according to (8) should be
\[ R = -E(n), \] (11)
where \( n \) is the number of contexts. The test was performed by starting with data under ten kinds of contexts and gradually adding data under more kinds of contexts into the input of the algorithms. Here we use a set of three algorithms, k-means defined for 200 clusters, unsupervised Bayesian learning defined for 200 clusters, and our proposed online clustering algorithm. As shown in Figure 8, we can see that when the number of contexts of the data varies, the correctness of our algorithm remains high, while using conventional clustering algorithms for predefined number of contexts, satisfying results could only be achieved when the number of contexts in the given data is in the neighborhood of the predefined number.

| TABLE I. FACE RECOGNITION SYSTEM PERFORMANCE COMPARISON |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | Neural Network  | Nonfuzzy        | Linear Oracle   | Our System      |
|                 |                 | Boosting        | Ensemble        |                 |
| E-Yale I        | 74.41%          | 80.11%          | 81.26%          | 85.74%          |
| E-Yale II       | 73.22%          | 81.23%          | 81.26%          | 85.61%          |
| E-Yale III      | 75.10%          | 79.50%          | 80.41%          | 85.70%          |
| E-FERET I       | 71.58%          | 80.17%          | 81.33%          | 85.88%          |
| E-FERET II      | 79.43%          | 82.67%          | 79.15%          | 85.74%          |
| E-FERET III     | 78.81%          | 80.14%          | 80.10%          | 85.89%          |
| E-INHA I        | 76.09%          | 81.31%          | 82.06%          | 86.10%          |
| E-INHA II       | 72.75%          | 81.09%          | 80.95%          | 85.87%          |
| E-INHA III      | 69.38%          | 82.07%          | 81.95%          | 87.34%          |
| IT I            | 73.71%          | 79.46%          | 79.13%          | 87.34%          |
| IT II           | 70.65%          | 82.77%          | 81.22%          | 86.98%          |
| IT III          | 72.82%          | 81.94%          | 80.70%          | 87.15%          |
B. Online Context-Aware Classifier ensemble result

We artificially illuminated FERET, Yale and Inha data sets by 300 different kinds of illumination conditions (see Figure 9 for details) and generated E-Yale, E-FERET, and E-INHA data sets (E represents Extended). These extended data sets were further divided into nine data sets, each containing 10000 face images under 100 different kinds of illuminations. Three real data sets captured from our lab, each including 1000 face images under 10 different kinds of illumination conditions, were also added to the experiment (Figure 10). Four face recognition systems were trained with appropriate face images and tested with these data sets. As illustrated in Table I, our proposed system was found to yield the highest recognition rate and the most stable performance.

For the purpose of testing the robustness of our system with online learning functionalities, we created another similar system based on the same algorithms. The only difference was that the second system (offline system) didn’t have a Result Evaluator (RE). The two systems were trained by the same gallery data sets and tested on new probe data sets with different illumination conditions from the training data. Figure 11 shows that the online system could gradually adapt itself to the new data with different illumination conditions while the system without online learning abilities kept giving a poor performance.

V. CONCLUSION

In this paper, we describe the idea of an online evolutionary Context-Aware classifier ensemble framework for object recognition systems. This framework exhibits not only a degree of accuracy, but also robust regarding the context changing results on our system.

The strength of our framework comes from embedding classifier ensemble into a Context-Aware Framework. The encouraging results of our face recognition system suggest that this framework could be used in other object recognition fields.
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