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Abstract—Classification based on predictive association rules 
(CPAR) is a kind of association classification methods which 
combines the advantages of both associative classification and 
traditional rule-based classification. For rule generation, CPAR 
is more efficient than traditional rule-based classification because 
much repeated calculation is avoided and multiple literals can be 
selected to generate multiple rules simultaneously.  Despite these 
advantages above in rule generation, the prediction processes 
have the weaknesses of class rule distribution imbalance and 
interruption of incorrect class rules. Further, it is useless to 
instances satisfying no rules. To tackle these problems, this paper 
presents Class Weighting Adjustment, Center Vector-based Pre-
classification and Post-processing with Support Vector Machine. 
Experiments on Chinese text classification corpus TanCorp show 
that our algorithm achieves an average improvement of 5.91% on 
F1 score compared with CPAR. 

Keywords—CPAR, Class Weighting Adjustment,  Center 
Vector-based Pre-classification,  Support Vector Machine 

I. INTRODUCTION 

Classification methods based on association rules have 
grasped much more attention of researchers nowadays. 
According to several reports, higher classification accuracy has 
been achieved than traditional classification approaches e.g. 
C4.5, FOIL and RIPPER [1]. It can make prediction from 
example with unknown labels by mining association rules in 
training corpus. In general, three steps are contained in 
association rules classification [2]: (1).Rule Generation: extract 
candidate rules in the training corpus which satisfy minimum 
support predefined with some data mining algorithm. (2). Rule 
Selection: evaluate all candidate rules, only the rules satisfying 
confidence predefined can be retained. (3). Classification: 
choose the best rule from classifier for prediction. 

Most traditional association classification algorithms only 
have concerned about selecting literals through frequently 
items. The attributes of a rule only depends on the minimum 
support predefined and their classification abilities are ignored. 
The threshold of minimum support plays a very important role. 
However, these approaches are time-consuming and it is 
difficult to select high quality rules. CPAR has combined the 
advantages of both associative classification and traditional 
rule-based classification. It employs Predictive Rule Mining 
algorithm to generate rules directly from training corpus. In this 
way, CPAR generates much smaller set of high-quality 
predictive rules and generates all the rules according to the 

rules generated before to avoid redundant rule generation. For 
selecting literals, instead of selecting only the best literal for the 
rule, CPAR selects all the literals close to the best one thus 
generates more useful rules [3].  

The rule generation of CPAR makes it a more efficient 
associative classification algorithm. But, there are mainly three 
flaws in the processes of rule evaluation and classification. For 
each of them a solution is proposed as follows: (1) The number 
of rules of each class has imbalanced distribution. It may range 
from several dozen to several thousand. Therefore, an example 
is predicted more easily to the class with more rules than the 
fewer ones. So Class Weighting Adjustment is proposed which 
will balance the intensity of classification rules by adjusting 
weight factor iteratively, the effect of strong classes and weak 
ones will be more balanced. (2) In the stage of classification, 
each class is treated uniformly for examples which will 
increase the probability of mis-classification. Before 
classification, similarity computation between example and the 
center vector of each class is proposed. We only load the rules 
of a class whose similarity of center vector to the example is 
greater than average similarity. Similarity computation is based 
on vector space model. (3) CPAR is useless for the instances 
satisfying no rules. Experimental data of TanCorp shows that 
there are about 4% testing instances satisfy no rules. Post-
processing with Support Vector Machine (SVM) is proposed to 
predict these examples [4].  

The paper is organized as follows. Section 2 describes the 
general ideas of classification based on predictive association 
rules. In Section 3, we discuss our Improved CPAR (ICPAR) 
algorithm in detail. Section 4 presents the experimental result 
of ICPAR and make comparisons with CPAR, KNN, and SVM. 
The concluding remarks are presented in Section 5. 

II. CLASSIFICATION BASED ON PREDICTIVE ASSOCIATION 
RULES

CPAR is an association classification algorithm which 
combines the advantages of both associative classification and 
traditional rule-based classification. A greedy algorithm 
Predictive Rule Mining is used to generate rules directly from 
training data. In order to avoid over fitting, CPAR employs 
expected accuracy to evaluate rule and best k rules of each 
class are used for prediction. There are three main steps in 
CPAR which are given as follows [3]: 
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A. Rule Generation 
Some definitions are first given as follows: 

Literal: A literal p is an attribute-value pair in the form 
of (A , )i v , where iA is an attribute and v is a value.  If and only 

if it v= , tuple t will satisfy literal p, it  is the value of 
thi attribute of t. In rule generation algorithm of CPAR, every 

document is represented by a set of terms and there is no 
weight for each term. So we make no difference in literal and 
term in this paper. 

Rule: A rule r is in the form of 1 2 ... lp p p c∧ ∧ ∧ → , ip is a 
literal and c is a class label. When a tuple t satisfies all the 
literals of rule r, we say that tuple t satisfies rule r. The tuple t 
can be predicted to class c. 

Given a rule r:Pr Cr. Positive examples are examples 
satisfy Pr and belonging to class Cr. Negative examples are 
examples satisfy Pr and not belonging to class Cr.

The gain of literal p is defined as (1). P and N are sets of 
positive and negative examples respectively. |P| and |N| are 
number of examples in respective sets P and N. After literal p 
is added to current rule r, there will be |P*| positive and |N*|
negative examples satisfying the new rule’s body. 

         
*

*
* *

| | | |ga ( ) | | (log log )
| | | | | | | |

P Pin p P
P N P N

= −
+ +

 (1) 

For an iteration of rule generation of CPAR, literal with 
best gain is selected to current r. A rule is generated until the 
gain value of the literal is smaller than predefined threshold. 
The most time-consuming part of traditional FOIL algorithm 
lies in computing gain of every literal when selecting the best 
literal [5]. CPAR uses PNArray to enhance the efficiency of the 
computations.  

If an example is correctly covered by a rule, CPAR 
decreases its weight instead of removing it from Foil and 
CPAR gets more rules. Moreover, CPAR selects not only the 
best literal but also the literals getting gain closer to the best 
one. It can get multiple rules simultaneously and concrete rule 
generation algorithm can be found in [3]. 

B. Rule Evaluation 
Laplace expected error estimation is used in CPAR to 

estimate the excepted accuracy of rules which belonging to 
class c .

                 ( 1) /( )c totLaplaceAccuracy n n k= + +  (2) 

In equation (2), k  is the total class number, totn is the 
number of examples which satisfy the rule’s body and in which 
there are cn examples belonging to class c .

C. Classification 
For each example, CPAR select the best k rules of each 

class which satisfying it. Then compute the average accuracy of 

the k rules and predict the example to the class with the highest 
average accuracy. 

III.       IMPROVED CPAR 
To overcome the weaknesses of CPAR described in Section 

1, Class Weighting Adjustment, Center Vector-based Pre-
classification and Post-processing with SVM are proposed. The 
rest of this section will discuss each approach in detail. 

A. Class Weighting Adjustment 
The processing of rule evaluation in CPAR only considers 

about the expected accuracy of each rule without taking in 
account the weight of every class. Table I lists the number of 
rules in each class generated by rule generation algorithm of 
CPAR on training corpus of TanCorp. Further, Table I depicts 
that the class rule numbers are unbalanced. Therefore, the 
example will be easily classified into class with more rule 
number.  

TABLE I. RULE NUMBER OF EACH CLASS

Recruitment Sports Health Region Entertainment Estate 

4216 385 3270 29 27 936
Education Automobile Computer Technique Art Economic 

442 224 2140 605 205 1163

In order to avoid this, a Class Weighting Adjustment 
algorithm is used which has been presented in [6]. Some 
definitions are given as follows. 

Class Rule Intensity: intensity of class ic is defined as (3). 

                      1 2( ) ( ) ( )  (0 2)t t
t i i ic c cρ ε ε ρ= + ≤ ≤   (3) 

1ε  is the probability of examples wrongly classified into 

ic . 2ε  is the probability of examples correctly classified into 

ic . The stronger class rule intensity is, the larger ρ value of 
the class will be. 

Class Weight Vector: 1 2[ , , ..., ]t t t
t mW w w w=  where 

1
( )

m
t
i i

i
w n n

=

× =  . tW is a weight vector before the first t times 

weighting adjustment. t
iw  is the weight of class ic  and in is 

the number of rules of class ic . The total number of rules is n. 

Initially, weight vector is set to [1,1,...,1] . For single 
iteration, the weighting factor for every class is defined as (4). 
New class weight 1w t

i
+ of class ic  will be computed as (5).  

                              ( ) 2 ( )t i t ic cα ρ= −                              (4) 

                              1 ( )t t
i i t iw w a c+ = ×    (5) 
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Because new class weight must satisfy the 
condition 1

1
( )

m
t
i i

i
w n n+

=

× = , so the normalize expression of 

1t
iw + is computed as (6). 

                             1 ( )t
t i t i
i t

w c nw
Z

α+ × ×=                               (6) 

                            
1

 ( )
m

t t
i t i i

i
Z w c nα

=

= × ×                    (7) 

The algorithm repeats iterations until all the classes rule 
intensity are equally same or reach the iteration time 
predetermined. Further more, the Class Weighting Adjustment 
algorithm is presented in Fig.1. 

Input: the rules of each class and the train set T
Output: class weight of each class
Procedure Class Weighting Adjustment Algorithm
1      set the weight of each class to 1 in classweight
2      n  total rule number of each class
3      iteration time t 0
4      while t++ < iteration time predefined
5               make prediction with classification algorithm of 
6                CPAR for T and record e1, e2 of each class
7                Z 0
8                for each class c in all classes
9                          p(c)  e1(c) + e2(c) 
10                        a(c)  2 - p(c)
11                        classweight(c) *= a(c)     
12                        Z += classweight(c) * class_rule_number(c) 
13               end
14               for each class c in all classes
15                         classweight(c) = classweight(c) * n / Z
16                end
17      end
18      return classweight

Figure 1.  Class Weight Algorithm 

B. Center Vector-Based Pre-classification 
For prediction, the classification in CPAR directly loads the 

rules of each class. Classification result will be easily affected 
by incorrect class. We can use a statistic for an example 
belonging to a certain class to test the inference i.e. the 
similarity between the example and the class is larger than 
average similarity of the example with all classes. There are 
97.43% documents in TanCorp satisfying this inference. Before 
loading class rules, we can compute the similarity between 
example with each class and average similarity through all 
classes. Only the rules of class whose similarity with example 
is larger than average similarity are used. This method can 
reduce the probability of incorrect class interruption. 

During similarity computation, Vector Space Model [7] is 
used for document representation. A document id  is made up 

by a set of feature items 1 2( , ,..., )i i imt t t  and the weights 

correspond to them 1 2( , ,..., )i i imw w w . There are several 
approaches for weight computation; TF-IDF is one of them. In 

equation (8), ikTF  is the frequency of ikt turning up in 

document id . There are N documents in training corpus. The 

number of documents which contain feature item ikt is denoted 

by kN .

                         ( ) *logik ik ik
k

Nw TFIDF t TF
N

= =                       (8) 

Feature selection is a technology for feature dimensional 
reduction. It can simplify computation and avoid over fitting 
[8]. Chi-square statistics is used here. It can measure 
correlation degree of term t and class c. Chi-square statistics 
assumes that   t and c have a known distribution. This 
distribution is denoted by 2χ -distribution. The correlation 
degree of t and c will be higher when they have a bigger 

2χ value. The formula of 2χ is shown in (9). 

                
2

2 ( )( , )
( )( )( )( )

N AD CBt c
A C B D A B C D

χ × −=
+ + + +

               (9) 

N is the total document number in training corpus, A is the 
number of documents which belong to class c and contain t. B 
is the number of documents not belonging to c but containing t. 
C is the number of documents belonging to c without t. D is the 
number of documents not belonging to c and without word t. 
The Chi-square value for term t can be computed as described 
in (10). M is the total class number. After feature selection, the 
terms will be removed whose Chi-square values are smaller 
than threshold predefined. Moreover, the terms whose Chi-
square values are larger than threshold will be retained as 
document feature. 

                             2 2
max 1( ) max ( , )M

i it t cχ χ==                         (10) 

Up till now, the representation can be given to any 
document. For a class, we can sum all the documents VSM 
belonging to it and compute the average center vector of the 
class. Towards document id  and center vector jc  of class j ,
similarity between them can be computed as explained in (11). 

                  1

2 2

1 1

( , )

M

ik jk
k

i j M M

ik jk
k k

w w
sim d c

w w

=

= =

×
=

×

               (11) 

C. Post-Processing with SVM 
After classification with the class rules, there may still have 

some test examples satisfying no rule. Table II shows the 
probability of this kind of documents in test corpus of TanCorp. 
CPAR is not applicable for these documents. Under this 
condition, Post-processing with SVM is proposed for the 
purpose of classification.  
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TABLE II. PROBABILITY OF EXAMPLES BELONGING TO EACH CLASS 
WITH NO RULE SATISFYING

Recruitment Sports Health Region Entertainment Estate 

2.5% 2.2% 2.9% 0 2.7% 7.5%
Education Automobile Computer Technique Art Economic 

6.8% 1.7% 3.1% 8.7% 0.9% 2.5%

SVM is a pattern recognition approach based on statistical 
learning theory firstly proposed by Vapnik et al in 1995[9]. It’s 
a universal learning approach developed from theory of VC-
Dimension and idea of structural risk minimization. In order to 
get greatest generalization ability, SVM finds an optimal 
tradeoff between the complexity of the model and learning 
ability according to limited sample information. The basic 
thought of SVM is described as follows. 

Suppose some given data points belong to one of the two 
classes and it is to decide that to which class a new data point 
might belong. In SVM, a data point is viewed as a p-
dimensional vector and what needs to be found is that whether 
there is a (p-1)-dimensional hyperplane which can separate 
them. Moreover, the nearest distance between a point in one 
separating hyperplane and a point in the other separating 
hyperplane is maximized. It’s known as maximum-margin 
hyperplane. 

Suppose there are N data points, every data point can be 
written as ( , )i ix y ( 1,2,...,i N= nx R∈ { 1,1}y ∈ − ). Any 
hyperplane can be written as 0wx b− = . In model training of 
SVM, parameter w and b is chosen to maximize the margin 
following the constraint for each i ,           

( ) 1( 1)i i iy wx b y+ ≥ = and ( ) 1( 1)i i iy wx b y+ ≤ − = − .The two 
equations can be generalize as (12). 

                    ( ) 1, 1, 2,...,i iy wx b i N+ ≥ =   (12) 

According to the rule of geometry, the distance between 
these two separating hyperplanes is 2 / w . Maximizing it is 
equally to minimize 2 / 2w . The separating hyperplane 
satisfying (12) and minimizing 2 / 2w  is called optimal 
separating hyperplane. Using Lagrange Multiplier can get an 
equivalent problem to maximize (13). In optimal separating 
hyperplane, appropriate kernel function ( , )i jK x x can be selected 
to complete linear classification after some non-linear 
transformation. Corresponding classification function is given 
below in (14). *b is the threshold of classification. If ( ) 0f x > ,
x will be predicted to the class, otherwise will not. 

                       
,

1 ( , )
2D i i j i j i j

i i j
L a a a y y x x= =                          (13) 

                     * *

1
( ) sgn( ( , ) )

n

i i i
i

f x a y K x x b
=

= +        (14) 

It has been recognized that SVM worked well for text 
classification. There are mainly four reasons of using SVM for 
post-processing of CPAR [10]. (1).SVM doesn’t depend on the 
number of features because of its application of over fitting 
protection. Large feature spaces can be handled in SVM. (2). 
There are only few irrelevant features in text classification. 
Feature selection may result in a loss of information and SVM 
can combine many features which are used for classification. 
(3). The document vector of text classification only contains 
few items of value not equal to zero. SVM is well suited for 
problems with sparse document vector. (4). Most text 
classification problems are linearly separable and SVM is 
suitable for finding such linear separator. 

In addition, ICPAR algorithm is defined in Fig.2. 
Input: rule set generated by rule generation algorithm of CPAR
           Center Vector of each class  
           SVM model trained by training corpus
           Testing corpus
Output: class labels predicted for each example in testing corpus
Procedure ICPAR Algorithm
1       compute the weight of each class using class weighting adjustment
2       for each example t in testing corpus 
3                 v vsm of t
4                 avg_sim average similarity of v with all the 
                                    classes’ center vector
5                 max_except 0  max_except_label -1
6                 for each class c in all classes
7                       if the similarity of  c’ s center vector with v 
                         is larger than avg_sim
8                             rulec the rules of c
9                             satisfy_rulec the rules of rulec satisfying example t
10                           sumc sum up the best k rules’ expected accuracy 
                               in satisfy_rulec
11                           expectc sumc*class weight of c
12                           if expectc>max_expect
13                                    max_expect expectc
14                                    max_expect_label c
15               end
16               if max_expect>0
17                       predict example t into class max_expect_label
18               else
19                       predict example t with post-processing svm model
20        end

Figure 2. Algorithm of ICPAR 

IV. EXPERIMENTAL RESULTS

Our experiments are conducted on PC with Windows XP 
operating system, primary frequency 3.0G cpu, 2.0G primary 
memory. Chinese text classification corpus TanCorp V1.0 
supplied by Institute of Computing Technology, Chinese 
Academy of Science is used for experiment [11]. There are 12 
classes in TanCorp and the document number of each class is 
listed in Table III. In order to avoid over fitting, 5-fold cross 
validation is employed. 

TABLE III. DOCUMENT NUMBER OF EACH CLASS

Recruitment Sports Health Region Entertainment Estate

605 2305 1405 150 1500 935
Education Automobile Computer Technique Art Economic

805 590 2940 1040 545 815

In rule generation of CPAR, we set threshold of positive 
weight factorδ  to 0.04, threshold of literal gain to 0.6, weight 
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decay factorα to 2/3 and min_gain_ratio (the threshold ratio of 
a literal’s gain to the best literal’s gain, the literal will be 
selected when the ratio of its gain to the best literal’s gain is 
larger than it) to 0.8. CPAR select the best k rules of each class 
for classification, Fig.3 shows accuracy of different k in range 
from 1 to 10. When k equals to 5, we got a highest accuracy. 
So the best 5 rules are used in CPAR. In Class Weighting 
Adjustment algorithm, the iteration time is set to 5. In addition, 
our SVM implementation is based on LibSVM [12]. 

Figure 3. Different accuracy of different k value 

Precision and Recall are widely used in statistical 
classifications. To a certain class, A denotes the number of 
examples classified into the class correctly. B denotes the 
example number misclassified to the class. C denotes the 
number of examples which belong to the class but classified to 
another class. The precision and recall are defined as follow. 

Precision= /( )A A B+  if ( ) 0A B+ > ; otherwise Precision=1 

Recall= /( )A A C+     if ( ) 0A C+ > ; otherwise Recall=1 

A popular measure that combines Precision and Recall is F-
score which is given in (15). β  is a parameter which can adjust 
weights for precision and recall. When =1, it is known as F1 
measure. The overall performance on the whole data set is 
evaluated by macro average which is the arithmetic average of 
each class’ performance index. 

        2 2(1 ) ( )/( )F precision recall precision recallβ β β= + ⋅ ⋅ +  (15) 

               1 2 ( )/( )F precision recall precision recall= ⋅ ⋅ +  (16) 

Table IV illuminates that the F1-Meassue of macro average 
is increased by adding Class Weighting Adjustment (CWA), 
Center Vector-based Pre-classification (CVP) and Post-
processing with SVM (PSVM) to CPAR in sequence. Further, 
Table IV depicts our improvements towards CPAR. 

TABLE IV. MACRO_AVERAGE PERFORMANCE INDEX OF DIFFERENT 
IMPROVEMENTS

CPAR CWA 
added 

CVP 
added 

PSVM 
added 

Macro_precisio
n

86.53% 86.93% 86.79% 91.85%

Macro_recall 85.30% 87.51% 89.13% 91.26%
Macro_F1 85.22% 86.58% 87.26% 91.13%

From Fig.4 it can be seen that all of CWA, CVP and PSVM 
have increased the F1 values of most classes. Through data 
analysis, during each improvement for every class among them, 
the classification accuracy of examples belonging to the class is 
increased. Moreover, the probability of examples belonging to 
other classes misclassified to the class is decreased. Therefore, 
both recall and precision of the class are increased. So the F1 
value of the class is increased. But exceptions do exist. 

Class label 0 represents the class “Recruitment”, which has 
the largest number of rules. Therefore, examples belonging to 
other classes can be easily misclassified to it. That is why the 
precision of “Recruitment” is lowest of all classes. Even though 
CWA can decline this influence, it can also reduce the recall of 
the class because the larger number of rules a class have, the 
lower weight of the class will be. So the classification intensity 
of the class is weakened by CWA. This causes some examples 
belonging to class “Recruitment” are misclassified to other 
classes. Therefore, from Fig.4 we can see that the F1 value of 
the class “Recruitment” is reduced by adding CWA. 

Moreover, the F1 value of class “Recruitment” is lowest in 
all classes. From error analysis we find that there are about 
10.41% examples of “Recruitment” misclassified to the class 
“Computer” and also some others misclassified to the class 
“Education” or “Economic”. This is the flaw of the 
classification algorithm based on rules. For instance, it is 
reasonable that an example belonging to “Recruitment” 
contains the words of “internet”, “electronic” and “company”. 
But the three word can just make a rule of class “Computer” i.e. 
internet electronic company Computer. When there are 
enough rules of this kind, the example is misclassified to class 
“Computer”. Moreover, it reduces the precision of Class 
“Computer”. Clearly, the example of Recruitment has 
correlation with example of “Computer”, “Education” or 
“Economic”. Therefore, mis-classification is unavoidable in 
this situation. In order to improve classification performance, a 
modified rule generation algorithm is needed which is our 
future research direction. 

Figure 4. F1 comparison on each class adding each imprvement to CPAR  

Text classification approaches KNN [13], SVM [12] and 
CPAR [3] are used to compare with ICPAR. Figs. 5, 6 and 7 
given below show the comparisons of Precision, Recall and F1 
in four different approaches on each class respectively. We can 
see that ICPAR gives the highest average performance in each 
competition.  
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Figure 5. Precision comparison  in different approach on each class 

Figure 6. Recall comparison in different approach on each class 

Figure 7. F1 comparison in different approaches on each class 

Table V shows the results of KNN, SVM, CPAR and 
ICPAR. Further, Table V depicts that ICPAR has the highest 
classification performance in four classification approaches.  
We can also conclude that the classification performance of 
CPAR with SVM is more efficient than CPAR or SVM alone. 
Because of the weakness of rule based classification, CPAR is 
inadequate to examples satisfying no rule. Based on statistical 
learning theory, SVM can weight each single feature term in 
the process of model training. In this regard, SVM is superior 
to CPAR in generalization ability for new instances. The 
integration of CPAR and SVM in different ways to get better 
classification performance will be our future research direction. 

TABLE V. COMPARISON OF DIFFERE NT MACRO_AVERAGE 
PERFORMANCE INDEX

Knn SVM CPAR ICPAR 

Macro_precision 81.25% 87.56% 86.53% 91.85%
Macro_recall 74.22% 84.41% 85.30% 91.26%

Macro_F1 74.80% 85.17% 85.22% 91.13%

V. CONCLUSIONS

In this paper, we have presented that ICPAR achieved a 
higher accuracy than CPAR. Further, the proposed ICPAR has 
the following distinguished features: (1) It adjusts the weight of 
each class using Class Weighting Adjustment algorithm which 
balances the classifying ability of each class. (2) Instead of 
loading the rules of all classes, Center Vector-based Pre-
classification selected and loaded only those rules of classes 
having high level of concern with the example. Therefore, the 
probability of incorrect classifying for the example has been 
reduced. (3) Post-processing with SVM has been used for 
examples satisfying no rules. There is no way to classify this 
kind of examples in CPAR.  

The proposed algorithm has been illustrated that it is 
efficient. The improvement in extracted rules’ quality by 
combining the characteristics of Chinese text, as well as the 
elimination of the rules which may interrupt the correct 
classification result, will be our future research direction.  

ACKNOWLEDGMENT 

This work is supported by the National High-tech R&D 
Program of China (863 Program, No. 2007AA01Z194).  And 
appreciate to Institute of Computing Technology, Chinese 
Academy of Science for the Chinese text classification corpus. 

REFERENCES

[1] W. Li, J. Han, and J. Pei. CMAR: Accurate and efficient classification 
based on multiple class-association rules. In ICDM'01, pp. 369{376, San 
Jose, CA, Nov. 2001. 

[2] B. Liu, W. Hsu, and Y. Ma. Integrating classification and association 
rule mining. In KDD'98, pp. 80-86, New York, NY, Aug. 1998. 

[3] Yin, X. and Han, J.: CPAR: Classification Based on Predictive 
Association Rules. Proc SIAM Int Conf on Data Mining (SDM’03), 
2003, 331-335 

[4] Rennie, J.D.M.[Jason D. M.], Rifkin, R.[Ryan], Improving Multiclass 
Text Classification with the Support Vector Machine, MIT AIM-2001-
026, October 2001. 

[5] J. R. Quinlan and R. M. Cameron-Jones. FOIL: A midterm report. In 
Proc. 1993 European Conf. Machine Learning, pp. 3{20, Vienna, 
Austria, 1993. 

[6] Chen and Hu, Text Association Categorization Based on Self-Adaptive 
Weighting. Journal of Chinese Computer Systems. Vol.28, No.1. 

[7] Liu Shao-hui et al. An Approach of Multi-hierarchy Text Classification 
Based on Vector Space Model. Journal of Chinese Information 
Processing. Vol.16, No.3. 

[8] Yang Y M, Pedersen J. A comparative study on feature selection in text 
categorization. In: Proceedings of the 14th International Conference on 
Machine Learning (ICML97). San Francisco, USA: Morgan Kaufmann 
Publishers, 1997.412-420. 

[9] C. Cortes and V. Vapnik, Support-Vector Networks, Machine Learning, 
20(3):273-297. 

[10] Joachims T. Text categorization with support vector machines[ C]. Proc 
of European Conference on Machine Learning(ECML) . [ S. l.] : [ s. 
n. ] ,1998.

[11] Songbo Tan et al. A Novel Refinement Approach for Text 
Categorization. ACM CIKM 2005. 

[12] Chang C-C ; C-J Lin. C.-C. Chang and C.-J. Lin, LIBSVM: A  library 
for support vector machines 2001. Software available at <u> 
http://www.csie.ntu.edu.tw/~cjlin/libsvm</u>. 

[13] Oh-Woog Kwon, Jong-Hyoek Lee, Web page classification 
based on k-Nearest Neighbor approach. 

1196



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


