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Abstract—In this paper, generalized versions of the probabilis-
tic sampling based planners, Probabilisitic Road Maps (PRM)
and Rapidly exploring Random Tree (RRT), are presented.
The generalized planners, Generalized Proababilistic Road Map
(GPRM) and the Generalized Rapidly Exploring Random Tree
(GRRT), are designed to account for uncertainties in the robot
motion model as well as uncertainties in the robot map/
workspace. The proposed planners are analyzed and shown to be
probabilistically complete. The algorithms are tested by solving
the motion planning problem of a nonholonomic unicycle robot
in several maps of varying degrees of difficulty and results show
that the generalized methods have excellent performance in such
situations.

I. INTRODUCTION

In this paper, generalized versions of the traditional
probabilistic sampling based planners, the probabilistic
roadmap (PRM) and the rapidly exploring random tree
(RRT), are presented. The traditional techniques are modified
to take into account uncertainties in the robot motion model
as well as uncertainties in the obstacle locations in the
map. The algorithms are analyzed to show that they are
probabilistically complete. Experiments are performed on an
idealized planar holonomic point robot and the initial results
show that the performance of the generalized planners, in
terms of their probability of success, is significantly improved
when compared to the traditional techniques.

Motion Planning of robots while avoiding obstacles in the
workspace has been an active area of research for the past
several decades. Classical motion planning can be roughly
divided into three different deterministic approaches [1]: cell
decomposition, roadmaps and potential field methods. The
cell decomposition and roadmap techniques are deterministic
methods in the sense that the environment of the robot is
sampled/ discretized in a deterministic fashion. However, the
problems are PSPACE-Hard [2] and in order to circumvent
this computational complexity, randomized sampling based
methods known as probabilistic roadmaps (PRM) were
introduced [3], [4]. In recent years, there has been a lot
of research into accounting for robot dynamics in motion
planning, also known as kinodynamic planning. The rapidly
exploring random tree (RRT) is a randomized sampling based
planners that take into account the dynamics of the mobile
robot [2], [5] while building a tree of dynamically feasible
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trajectories in the free space of the robot.

All the methods mentioned so far assume that a perfect
model of the robot as well as the environment is available.
However, this is generally never true. If the uncertainties in the
robot and the environment can be modeled probabilistically,
the robot motion planning problem can be formulated as a
Markov decision problem (MDP), or more generally as a
partially observed Markov Decision Problem (POMDP) [2]
under sensing uncertainty. However, MDPs/ POMDPs are
virtually intractable for anything but small to moderate state
spaces. One approach to resolving the issue is through the
use of hierarchical methods, an approach that is seen in most
biological systems. In recent years, a variety of methods
to solve such large MDPs in a hierarchical model-free
fashion have been developed, and the field of research is
known as hierarchical Reinforcement Learning (Hierarchical
RL) [6], [7]. These methods, instead of taking actions at
every time step, allow for temporally abstraction policies.
Moreover, if it is assumed that these temporally abstract
policies can terminate only at one of a few “distinguished”
states, then the original large MDP can be transformed
into a significantly smaller semi Markov Decision Problem
(SMDP) that needs to be solved only at the distinguished
states and thus, drastically reduces the computational burden
of the Dynamic Programming algorithms used to solve the
problem. However, three issues are key in the formulation
and solution of any SMDP: a) how to choose the landmark
states, b) how to design the local options and c) how to
estimate the cost of operation and probability of success of
the options? We answer the questions above by proposing
the generalized probabilistic roadmap (GPRM) which: a)
randomizes the selection of the landmark states, b) designs
the local options using traditional feedback control system
design techniques and c) evaluates the cost of operation and
probability of success of the local options through Monte
Carlo simulations. Further, we propose the generalized RRT
(GRRT) algorithm, which though it does not fit in the SMDP
framework, generalizes the RRT algorithm to robustly handle
uncertain robot motion models as well as map uncertainty.
This method can be used to rapidly plan dynamically feasible
“safe” trajectories, and for extremely large maps, can be used
as the options in the GPRM framework.

The methodology advocated in this paper for robot motion
planning is an integrated planning and control technique and
as such, is related to the sequential composition methods
[8]-[10] for deterministic robotic systems. In these methods
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a global control policy, (for stabilization, tracking etc.), is
designed by concatenating local policies that have smaller
(local) domains of operation. These papers thus advocate the
design of local planners using traditional control techniques
and stitching them together using a higher level graph that
shows the interconnection of these local policies to form
a global policy. Our method takes uncertainty into account
and the construction of the higher level graph required for
planning is entirely different in our approach in that it is
based on the construction of an SMDP.

The rest of the paper is organized as follows. In sec-
tion II, we present the GPRM and the GRRT algorithms.
In section III, the methodology is applied to the motion
planning of nonholonomic unicycle robot in several clut-
tered maps with uncertainty in the motion model as well
as in the map. Owing to the paucity of space the anal-
ysis of the algorithms is left out of this paper, the inter-
ested reader can see the complete analysis in the complete
technical report on the first author’s webpage at hitp
//dnc.tamu.edu/wiki/index.php/Sumanchakravorty.

II. GENERALIZED SAMPLING BASED MOTION PLANNERS

In this section, we present the generalized sampling
based motion planners, the generalized probabilistic roadmap
(GPRM) and the generalized rapidly exploring random tree
(GRRT), which extend the traditional PRM and RRT algo-
rithms to systems with uncertainty.

A. Uncertainty Model

The generalized sampling based algorithms require an un-
certainty model for both the motion of the robot as well as a
model for the map uncertainty. In the following, we outline
the models that are used in this paper.

We assume that the dynamics of the mobile robot are specified
by the following white noise perturbed stochastic differential
equation:

&= f(x) + g(x)u+ h(z)w, (1

where x represents the state of the robot, w represents the
white noise perturbation and u represents the control input to
the robot. The above is a non-parametric model of uncertainty
in the robot motion model and will be used throughout this
paper for the lower level control law designs.

We assume that the uncertainty in the map is specified through
a binary occupancy value, i.e., p(O/y), the probability that
there is an obstacle at the point y in the map. The occupancy
values in the map can be considered to be the output from
a mapping algorithm. However, in this paper we shall not
consider the mapping algorithm and assume that a map with
binary occupancy values is provided to the planner by some
suitable mapping algorithm. The state of the robot consists of
x = (g,q) where ¢ represents the configuration of the robot
and ¢ represents the generalized velocities. The free region
in the map induces a free region in the configuration space,
say Crree. This means that any state whose configuration is
in Cyrec is safe. This in turn induces a free space in the state

space of the robot, say Xf,c.. From now on, we will assume
that for GPRM and GRRT, we are sampling equilibrium states,
i.e., states wherein the velocities are zero, in the free state
space Xpece.

Further, we shall assume in this paper that the state of the robot
is known perfectly. The case of imperfect state observation will
be considered in future research.

B. Generalized Probabilistic Roadmap (GPRM)

In motion planning, the objective is to plan the path of
a robot from a start state to an end state. The Probabilistic
RoadMap (PRM) attempts to accomplish this by a) randomly
sampling the state space of the robot, b) connecting every
sampled point with its k-nearest neighbours using some
local open loop planner such as a straight line planner while
checking for collisions. The end result of the PRM is a graph
or roadmap on the workspace of the robot that contains the
feasible connections between the sampled points in the state
space. The problem is solved if there exists a path on the
graph that connects the start and the goal states. In the case
of systems with uncertainty, it may be impossible to find a
path that succeeds with probability one and hence, we are
interested in finding paths that have a success probability
above a pre-specified minimum threshold py,;p.-

The pseudo-code for the generalized probabilistic roadmap
(GPRM) algorithm is shown below. As can be seen from the

Algorithm 1 Algorithm GPRM
e Given zg, the starting point, x4, the goal point of the
robot and p;;,, the minimum probability of success
o Initialize the GPRM with the nodes z¢ and z,

1) Sample the equilibrium states in Xy, probabilisti-
cally using a uniform distribution

2) Grow the GPRM by connecting every sampled point
in the domain with its k-nearest neighbours using
suitable obstacle-free feedback controllers

3) Evaluate the cost of every connection in the result-
ing graph using Monte Carlo simulations

4) Plan on the resulting graph using the evaluated edge
costs from step 3

5) Evaluate the probability of success, ps, of the re-
sulting path from step 4. If ps > ppin, €nd; else go
to step 1

o End

pseudo-code, Steps 2-3 and 5 are different from the traditional
probabilistic roadmap (PRM) algorithm. In the following, we
discuss these steps of the algorithm in detail.

First, we discuss Step 2 in detail.
Given the robot dynamics as defined in the previous section
and some equilibrium point x4 in the state space of the robot,
there exists a feedback controller (., z,) such that the robot
can be controlled into a neighbourhood of the point x, with
some (high) probability, in the presence of the stochastic
disturbance forces and in the absence of any obstacles in the
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map. Note here that the equilibrium point of the robot z,
corresponds to some location in the map that the robot needs
to reach. Let ng denote a neighbourhood of the point x4,
the above then implies that the probability of the state of the
robot, p(x(t)), is concentrated mostly in the region €2, as
t — oo.

The following notes are in order here.

o Due to the stochasticity of the system, it is impossible
to control the robot exactly to the point x4, even in the
absence of obstacles.

o The use of a feedback controller to connect nodes is the
analogue of the step in traditional PRM wherein near by
nodes are connected using some local open loop planner,
such as a straight line planner. In the case of stochastic
systems, a feedback controller is necessary because the
uncertainty can carry the robot away from its prescribed
path in which case the open loop planner breaks down as
it no longer has a plan for the deviated path. In fact, it
is the entire premise of the field of feedback control that
the use of feedback grants robustness to such uncertainty.

o The feedback controller is designed for a workspace
without any obstacles as otherwise the controller design
is quite complicated owing to the constraints imposed on
the robotic system by its workspace.

Next, we detail step 3.

The feedback controller that we design for controlling the
robot from one node to another is for an obstacle free map
and hence, there is no guarantee that the controller will
actually succeed in connecting the two nodes in the presence of
obstacles. Thus, we need to test the controller through repeated
simulations to evaluate its probability of success. This can be
stated precisely as follows.

Given a start node z; and a target node z;, we may evaluate
the probability of success of the local controller, u(:,z;), in
connecting the nodes as follows. Recall that we are never sure
to be at either landmark x; or x; due to the uncertainty in the
system. Hence, the feedback controller to control the system
from x; — z; is turned on when the state of the robot enters
some pre-specified neighbourhood of z;, say €2;, and turned
off when the state of the robot enters some neighbourhood of
the node z;, say €2;, at which time the feedback controller to
get it to one of the neighbouring nodes of x; is switched on.
Let one particular instance of a trajectory, say the N**, that
goes from ; — Q; under the feedback controller u(:,z;) be
mém, e ,xié\;\;), where (V) denotes the time the controller
terminates. The time t(NN) is called a stopping time and is
also random since it depends on the particular realization. The
probability of success of the N** realization is given by

P = (1= p(0/x)) - (1= p(O/zi))), 2)

S
where recall that p(O/z) is the occupancy probability that
there is an obstacle at the point z in the state space of the
robot. In addition, we can find the cost of the plan from z;
to x;, cl(-;v), in terms of physical variables such as fuel, time
etc. Then, if we do repeated simulations, the probability of
success and cost of the controller u(:,x;) in controlling the

robot from z; to z; can be approximated as

1 T
i - )
L DI 3)
N=1
L v
ij N
S DI A “)
N=1

and due to the law of large numbers, it follows that as 7" —
oo, the above estimates converge to the true values of the
parameters.
Given the probability of success of a controller in connecting
nodes x; and x; and the cost in successfully connecting them,
the cost of the edge connecting the nodes x; and z; in the
graph is given by

M =pied + (1 -pder, )
where cp is some heuristically defined, suitably high cost of
failure. The above equation allows us to evaluate the edge

costs in the graph that is formed by connecting any node to
its k-nearest neighbours.

Next, we explain the rationale behind step 5. In traditional
PRM, if we find a path from the start node to the goal node,
the planning problem is solved. However, in the presence
of uncertainty, we have to make sure that the probability of
success of the path planned on the graph is above the minimum
threshold value of p;,;,. Thus, it is not necessary that if there is
a path from the start node to the goal node, it has the minimum
required probability of success. This has to be tested. Thus,
once a minimum cost path is found on the graph according to
the edge costs as defined above, the probability of success of
the path is given by the product of the success probabilities of
the individual segments of the path, which in turn is known
from step 3. Thus, if the success probability is higher than the
threshold, the planning problem is solved; else, more points
have to be sampled in the state space, or the nodes connected
to more of its neighbours, in order to make sure that the
success probability is higher than the given threshold. The
central reason that we need to do this is because the probability
of success of a path is given by the product of the probabilities
of the individual segments of the path whereas the cost of a
path on the graph, using which we search on the graph, is the
sum of the costs of the individual segments. That this method
is probabilistically complete, i.e., it converges to a solution,
give that one exists, as the number of sampled nodes go to
infinity, is shown in the analysis section of this paper

C. Generalized Rapidly Exploring Random Trees (GRRT)

The traditional Rapidly Exploring Random Tree (RRT)
algorithm attempts to connect a start point and an end point
in the workspace of a robot by growing a tree using random
sampling as follows: a) randomly pick a point in the state
space of the robot, b) find the nearest node on the tree
according to some pre-specified metric, c) connect the nearest
node on the tree to the sampled node using some local
planner while checking for collision, and d) add the new
node to the tree if the robot does not collide with obstacles.
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The tree is grown in this fashion till a feasible path is found
from the start point till the goal point. Due to uncertainty
it might not be possible to find a path that succeeds in
connecting two points with probability one. Hence, in the
current scenario we require that the path have a minimum
pre-specified probability of success pin.-

We now present the generalized version of the Rapidly
Exploring Random Tree (RRT) algorithm, the GRRT. The
pseudo-code for the algorithm is presented below: Steps 2,

Algorithm 2 Algorithm GRRT
« Given start state z and goal node x,. Initialize tree with
Zo, set p(zo) = 1.
« Repeat until the tree reaches goal node x4:

1) Generate node x at random (x is an equilibrium
state in X ¢yee)

2) Connect z to the node x* on the tree, using local
feedback control, that satisfies:

x* = argmax p(z;)p(z;x), 6)

where p(z;z) is the probability of successfully
transitioning from x; — x under the local feedback
law.

3) Set p(x) := p(z*)p(z*z).

4) If p(x) > Pmin, then add node z to the tree with
label p(z), else go to Step 1.

o End.

3 and 4 in the algorithm are different from the traditional
RRT algorithm. In the following, we discuss the details about
these differences starting with Step 2 in the algorithm.

Step 2 is common with the GPRM algorithm. The nodes
(or more precisely, the neighbourhoods of the nodes) are
connected by local feedback controllers that have been
designed using control techniques, and the probability of
success of the controller evaluated as in the GPRM algorithm.
The reason we chose the node as in Eq. 6 has to do with
the proof of completeness of the resulting algorithm. In fact,
the choice can be thought of as the “nearest node” metric
that is used to select the node in the tree that is connected
to the newly generated node. Hence, ™ as defined in Eq.
6 is the best node in terms of the probability of success of
transitioning from z¢o — z* — x, where recall that z is the
root node.

Next, we detail steps 3 and 4. Step 3 labels any newly
generated node with the “probability of success™ of the robot
moving from the root node to that particular node. We only
want to keep nodes in the tree that have a success probability
(of transitioning to it from the root node) more than the thresh-
old of p,,in. Hence, we have included the tree pruning in step
4. Note that given the probability of success, p(x;, ;) of tran-
sitioning from any parent node x; to its children x; in the tree,
the probability of success of a path xg, x1,-- -,z is given by
P($07$1)P($1,1’2) e 'p($N71>$N) = p(fol)p(folaxN)’
according to the labeling convention that we have used, where,

recall that p(z) represents the probability of successfully
transitioning form the root node to node x.

D. Connection to Markov Decision Processes (MDP)

It is well known that most sequential decision making

problems under uncertainty may be posed as Markov Decision
Problems (MDP). Thus, it would behoove us to know what
connection, if any, exists between the Genralized smapling
based motion planners presented above and MDPs.
First, we provide a very brief overview of Markov deci-
sion processes (MDP) and semi-Markov decision processes
(SMDP). More comprehensive treatments of these topics can
be found in [11], [12]. We shall only consider discrete-time
finite state MDPs here. Let s denote the state of a finite MDP,
s € S, S being a finite set. Let u denote the control action
which can take a discrete number of values. The MDP is
characterized by a transition probability function, p(r/s, u),
which is the probability that the system will transition from
state s to 7 under control u, at the end of one time step. The
goal of the MDP is to solve the infinite horizon discounted
optimal control problem given by

min
pu={uo,u,

oo
1" (s0) = arg }E[Z Ble(se,ur)/s0)l, (D)
t=0
where ;1 = {u,, u1,- -} is an infinite horizon control policy,
c(s,u) is the cost that the system incurs in taking control
action u at state s and § < 1 is a given discount factor. It is
well known that the optimal control policy corresponding to
the problem posed above is stationary and is given by [11],
[12]

u*(s) = arg Irtin{c(s, u) + Zp(r/s, w)J*(r)}, 8)

where J*(s) is the optimal cost-to-go function and is found
as the solution of the Bellman fixed point equation/ Dynamic
Programming equation:

J*(s) = argmuin{c(s,u) +ﬂZp(r/s,u)J*(r)}. )
T

It is very well known that the (Bellman) operator underlying
the above equation is a contraction operator with contraction
factor 3 and thus, the solution can be found through successive
approximations [12] which is the basic principle behind value
and policy iteration [12].
Semi-Markov Decision Processes (SMDP) offer a method
for temporal abstraction in MDPs. In addition to the set of
primitive controls, u, available at every state s, assume that
there are available also a set of options/ policies II; which
can execute for variable periods of time before terminating
stochastically at some state r with probability distribution
B(.). Note that the controls (or the primitive controls) are
also options that execute for one step and then, necessarily
terminate. The optimality equation for SMDPs may be shown
to be
(10)

wells

J*(s) = min {c"(s) + »_p"(r/s)J* ()},
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where ¢™(s) is the expected discounted cost of executing
policy 7 starting at state s, and p™(r/s) is the generalized
discounted transition probability function of an MDP and is
given by

p(r/s) :z:p’r(r,]\f/s)[ﬁj\/7 €8]
N

where p”(r, N/s) denotes the probability that the policy =
terminates after exactly N steps at state r, given that the
policy started executing at the state s. The above optimality
equation is a generalization of the Bellman equation to the
case of SMDPs and inherits the contraction property of the
Bellman operator. Thus, policy and value iterations may be
used to solve the optimality equation for SMDPs.

Thus, although most problems of sequential decision
making under uncertainty are well-posed as a Markov
Decision Problem (MDP), the solutions techniques for
MDPs suffer from the curse of dimensionality and thus, are
computationally intractable for anything but small maps. The
SMDP framework described above is a hierarchical approach
to the solution of MDPs. In this approach, at every state, a
set of options are defined. Using the terminology of Sutton
et. al. [6], [7], [13], [14], options are stationary policies (or
local controllers) on the state space of the problem that can
execute for varying lengths of time, and thus, provide a means
for temporal abstraction in the problem. We further assume
that the options, once executed, can only terminate in the
neighbourhood of one of the landmark states. The situation is
shown in Fig. 1. Under the framework of options, the Markov
Decision Process (MDP) on the primitive states underlying
the planning problem is transformed into a semi-Markov
Decision Problem (SMDP) on the landmark states. Since the
number of landmark states is orders of magnitude smaller
when compared to the number of “primitive” states in the
MDP, the computational complexity of SMDP (hierarchical)
planning is greatly reduced when compared to the complexity
of the original ”primitive” planning. The hierarchical planning
formulation requires answers to the following questions: a) a
scheme for the selection of the landmark states in the state
space, b) a design scheme for the local controllers/ options
and c) knowledge of the generalized cost and transition
functions associated with the options/ local controllers in
order to solve the higher level SMDP.

To the perceptive reader, it will be clear by now that the
GPRM methodology provides the answers to the above three
questions by: a) picking the landmarks at random (random
sampling of the state space), b) utilizing feedback control
techniques to design local controllers and c) evaluating the
local options for their costs and success probabilities using
Monte Carlo simulation. In fact, it is clear that the traditional
PRM methodology is a method of constructing SMDPs for
purely deterministic systems. We believe that randomization
is the key to breaking the curse of dimensionality in SMDPs.
There is ample evidence of this in the robotic motion planning
literature, in the deterministic setting, through the empirical
success of the PRM and RRT techniques on very high
dimensional planning problems. Also, it has been shown that

naive randomization does break the curse of dimensionality
in discrete decision processes (DDPs) [15], which are MDPs
with a continuous state space but finite set of actions. It can
be seen that the GPRMs proposed in this paper are more
sophisticated cousins of the DDPs and hence, we could expect
that the GPRMs also break the curse of dimensioanlity, in
some sense, while having better performance than DDPs in
practice. Of course, this is conjecture and a rigorous proof of
these statements will be the course of our future research.

III. NONHOLONOMIC UNICYCLE ROBOT

In this section, we apply the sampling based motion plan-
ners to the motion planning of a unicycle model whose
equations of motion are given by

i = vcos(6), (12)
Uy = wvsin(), (13)
6 =uw, (14)

where (x,y,0) represents the pose of the robot and the
velocity v and the angular velocity w represent the control
inputs to the problem. In this case, our sampled poses are
in the (z,y,60) spaces and the job of the local feedback
controllers is to stabilize the robot about any of these
equilibrium configurations. Due to the nonholonomy of
the sytem, linear control techniques are not applicable to
the stabilization problem. Thus, suitable nonlinear control
techniques are used to design feedback laws. We chose a
dynamic feedback linearization based controller design that
has been treated in detail in the reference [16].

Uncertainty was added to the robot motion model by adding
white noise to the robot dynamics equations above with the
intensity of the white noise being approximately 30% of
the maximum allowable vehicle linear/ angular speed, i.e.,
the noise in the x,y equations had intensity equal to 30%
of the maximum allowable linear speed while the noise in
the 6 equation had intensity equal to 30% of the maximum
allowable angular speed.

The results of our numerical simulations on a candidate
map is shown in Fig. 3. We have tested our algorithms on
several other maps of varying degrees of difficulty but cannot
show here due to the paucity of space. These results are
available in the extended technical report on the first author’s
webpage. In the Figure, subfig. (a) represents the tree of
feasible trajectories built by the GRRT algorithm, the feasible
trajectories shown without any noise in the system. Subfig.
(b) shows the final bundle of trajectories from the start state
to the goal state under the sequence of feedback controllers
encoded in the tree. Note that there are multiple trajectories
because of the uncertainty in the motion model. Similarly,
Subfig. (c) shows the graph built by the GPRM algorithm,
however, the edges between the nodes on the graph are only
virtual, i..e, they are not the actual trajectories. Subfig. (d)
represents the final bundle of trajectories form the start to the
goal point encoded in the GPRM graph. It can be seen from
these plots that the performance of the method is excellent
and it successfully navigates quite complicated maps under

4181


Admin
Rectangle


C, p(F): cost,
prob. Of failure of
option

Landmark states]

Option to take agent from

one landmark to next

Fig. 1. Schematic of Hierarchical Planning
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(c) GRRT tree with non-holonomic constraints (d) Bundle of final trajectories with p; = 100%

Fig. 2. Performance of GRRT/ GPRM on unicycle robot: Map4

motion as well as map uncertainty.

Thus, in this section, we have shown the application of
the generalized sampling based motion planner to an under-
actuated nonholonomic robotic system. As can be seen from
the results, the planners have excellent performance in quite
complicated maps, in the presence of motion uncertainty as
well as uncertainty in the map. the next step would be to test
the planners on larger maps as well as include dynamics into
the planning equations. Also, we would like to experiment

Feedback controllers: LQ
Techniques, feedback
linearization etc.

with the planners on more generic robotic systems than the
mobile robot systems considered in this paper.

[10]

[11]
[12]
[13]

[14]

[15]

(16

4182

REFERENCES

S. M. LaValle, “Robot motion planning: A game-theoretic foundation,”
Algorithmica, vol. 26, pp. 430-465, 2000.

——, Planning Algorithms. ~ Cambridge, UK: Cambridge University
Press, 2005.

L. E. Kavraki, M. N. Koulountzakis, and J. C. Latombe, “Analysis of
probabilistic roadmaps for path planning,” in Proceedings of the 1996
IEEE International Conference on Robotics and Automation, 1996.

N. M. Amato and Y. Wu, “A randomized roadmap method for path and
manipulation planning,” in Proceedings IEEE International Conference
on Robotics and Automation, 1996.

S. M. Lavalle and J. J. Kuffner, “Randomized kinodynamic planning,”
in Proceedings of the 1999 IEEE International Conference on Robotics
and Automation, 1999.

R. S. Sutton, D. Precup, and S. Singh, “Between mdps and semi-mdps: A
framework for temporal abstraction in reinforcement learning,” Artificial
Intelligence, vol. 112, pp. 181-211.

R. Parr, Hierarchical Control and Learning from Markov Decision
Processes, PhD Thesis. Berkeley, CA: University of California, 1998.
R. R. Burridge, A. A. Rizzi, and D. Koditschek, “Sequential composition
of dynamically dexterous robot behaviour,” Int. J. Rob. Res., vol. 18, pp.
534-555, 1999.

D. C. Conner, Integrating Planning and Control for Constrained Dynam-
ical Systems, PhD Thesis. Pittsburgh, PA: Robotics Institute, Carnegie
Mellon University, 2007.

D. C. Conner, H. Kress-Gazit, h. Choset, A. Rizzi, and G. J. Pappas,
“Valet parking wihout a valet,” in Proc. RSJ/ IEEE Int. Conf. on itell.
rob. and syst. (IROS), 2007.

M. Puterman, Markov Decision Process. Hoboken, NI: Wiley-
Interscience, 1994.

D. P. Bertsekas, Dynamic Programming and Optimal Control, vols I and
II. Cambridge: Athena Scientific, 2000.

D. Precup and R. Sutton, “Multi-time modeling for temporally abstract
planning,” in Advances in Neural Information Processing Systems, 1997.
R. Parr and S. Russell, “Reinforcement learning with hierarchy of
machines,” in Advances in Neural Information Processing Systems,
1997.

J. Rust, “Using randomization to break the curse of dimensionality,”
Econometrica, vol. 65, pp. 487-516, 1997.

G. Oriolo, A. D. Luca, and M. Vendittelli, “Wmr control via dynamic
feedback linearization: Design, implementation and experimental vali-
dation,” IEEE Transactions on Control System Technology, vol. 10, pp.
835-852, 2002.


Admin
Rectangle



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


