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Abstract—Ruts formed as a result of vehicle traversal on
soft ground are used by expert off road drivers because they
can improve vehicle safety on turns and slopes thanks to the
extra lateral force they provide to the vehicle. In this paper we
propose a rut detection and tracking algorithm for Autonomous
Ground Vehicles (AGVs) equipped with a laser range finder. The
proposed algorithm utilizes an Extended Kalman Filter (EKF) to
recursively estimate the parameters of the rut and the relative
position and orientation of the vehicle with respect to the ruts.
Simulation results show that the approach is promising for future
implementation.

Index Terms—Rut detection, rut estimation, rut following,
robot trace, robot track.

I. INTRODUCTION

Autonomous ground vehicles (AGVs) are increasingly be-
ing considered and used for challenging outdoor applications.
These tasks include fire fighting, agricultural applications,
search and rescue, as well as military missions. In these
outdoor applications, ruts are usually formed in soft terrains
like mud, sand, and snow as a result of habitual passage of
wheeled vehicles over the same area. Fig. 1 shows a typical
set of ruts formed by the traversal of manned vehicles on off-
road trails.

Expert off road drivers have realized through experience
that ruts can offer both great help and great danger to a
vehicle [1]. On soft terrains ruts improve vehicle performance

Fig. 1. Typical Off Road Ruts Created by Manned Vehicles

by reducing the energy wasted on compacting the ground as
the vehicle traverses over the terrain [2], [3]. Furthermore,
when traversing soft and slippery terrains, proper rut following
can improve vehicle safety on turns and slopes by utilizing
the extra lateral force provided by the ruts to reduce lateral
slippage and guide the vehicle through the desired path [1],
[4], [5], [6], [7]. Besides the benefits of rut following already
explained, proper rut detection and following can be applied in
diverse applications like guidance of loose convoy operations,
robot sinkage measurement, and estimation of the coefficient
of rolling resistance [8]. On the other hand, a vehicle moving
at high speed that hits a rut involuntarily can lose control and
tip over. Therefore, an AGV provided with rut detection and
rut following abilities can benefit from the correct application
of this off road driving rule, thereby improving its efficiency
and safety in challenging missions.

Initial research on rut detection [9], [10], [11] focused on
the detection of ruts using single laser scans and did not
considered the spatial continuity of the ruts. An improved rut
detection and following system that incorporated the spatial
continuity of the ruts by modeling the ruts locally using second
order polynomials was then presented in [3]. The approach of
[3] was experimentally evaluated on a Pionner 3AT robot on
an S-shaped rut as illustrated in Fig. 2.

However, the approach of [3] did not make use of the spatio-
temporal coherence that exists between the detections from
consecutive laser scans while the vehicle is in motion. The in-
tegration of this spatio-temporal coherence, which is the main
focus of the present work, is a crucial step towards a robust rut
detection and following algorithm because it provides the robot
with the ability of making predictions about the rut location
relative to itself while in motion. In addition, by predicting the
rut center locations before taking a measurement, it is possible
not only to limit the search for ruts to a small region but
also to handle more challenging rut following scenarios (e.g.
scenarios with discontinuous ruts). This paper incorporates
the spatio-temporal coherence between measurements by using
a rut detection and tracking module based on an Extended
Kalman Filter (EKF) that recursively estimates the parameters
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Fig. 2. Pioneer 3-AT Following an S-Shaped Rut

of the ruts (tracking) and then uses these estimates to improve
the detection of the ruts for subsequent laser scans. In addition,
the Kalman filter also generates smooth state estimates of the
relative position and orientation (Ego-state) of the vehicle with
respect to the ruts, which are the inputs to the steering control
system used to follow the ruts.

Work related to the recursive estimation of the rut model
parameters deals with the estimation of paved road center lines
and road lanes. The vast majority of road tracking approaches
rely on vision systems that detect the lane markings in the
roads and then utilize filtering techniques such as Kalman or
particle filters to recursively estimate the parameters of the
road center lines, [12], [13], [14], [15], [16]. Since vision based
systems are easily affected by illumination changes and road
appearance (e.g. changes from paved surfaces to dirt), other
researchers have used laser range finders as the main sensor
to detect and track road boundaries [17], [18], [19].

Additional research that is related to rut detection is the
development of a seed row localization method using machine
vision to assist in the guidance of a seed drill [20]. This system
was limited to straight seed rows and was tested in agricultural
type environments, which are relatively structured. The work
presented in [21] proposes a vision-based estimation system for
slip angle based on the visual observation of the trace produced
by the wheel of the robot. However, it only detects the wheel
traces being created by the robot. An important result was
shown in [8], where a correlation between the rut depth and
the rolling resistance was presented. However, this work did
not deal with the rut detection problem.

The main contributions of this paper are the development of
a novel rut detection approach using a probabilistic framework
and the incorporation and simulation evaluation of an EKF to
simultaneously achieve smooth estimation of the rut parame-
ters and the states required by the steering control system to
follow the detected ruts.

The remainder of the paper is organized as follows. Section
II describes the proposed approach to rut detection, tracking
and following. Section III presents simulation results of the

proposed approach using the EKF. Finally, Section IV presents
concluding remarks, including a discussion of future research.

II. RUT DETECTION/TRACKING AND FOLLOWING

In the following discussion, it is assumed that the AGV is
equipped with a laser range finder that observes the terrain in
front of the vehicle. In addition, we assume that there are ruts
in front of the vehicle. It is also important to clarify that in
this work we follow ruts that were created by a vehicle with
a similar track width. Although a desirable characteristic of
the ruts this is not a requirement. In fact, in many situations,
provided the vehicle has a good traction control system, off
road drivers use ruts that do not match the track width of the
vehicle [1].

The proposed approach to rut tracking and steering control
is divided into two subsystems as shown in Fig. 3: 1) a reactive
system in charge of generating fine control commands to place
the robot wheels in the ruts, and 2) a local planning system
conceived to select the best rut to follow among a set of
possible candidates based on a predefined cost function. Once
the planner has selected a rut to follow, the reactive system is
engaged. This paper focuses on the reactive system, which is a
very important component of the proposed approach because
it allows precise rut following. A reactive system is selected
because it can handle situations where a system based on only
global information would fail. As shown in Fig. 3, the reactive
system is composed of the stages described below.

A. Rut Detection and Tracking

The rut detection module analyzes the laser scans in the
small search regions recommended by the tracking module,
described in subsection II-A3. The rut detection module starts
with the generation of rut templates as described in subsection
II-A1. Then, rut candidates are generated using a probabilis-
tic approach based on Bayes’ theorem [22] as described in
subsection II-A2.

Fig. 4 illustrates all the relevant coordinate systems used in
this work: the inertial system N, the sensor frame S, the sensor
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head frame H and the vehicle frame B. This stage starts by
transforming the laser scan from sensor coordinates to the Bp

frame coordinates, which is coincident with the the vehicle
kinematic center (B) and has the Xbp axis oriented with the
robot and the Zbp axis perpendicular to the terrain. This is
a convenient transformation because it compensates for the
vehicle roll and pitch.

1) Rut Templates Generation: Since ruts shapes are terrain
and vehicle dependent, we propose to develop experimental
models of traversable ruts (ruts that do not violate body
clearance and have a similar width to the vehicle tire) that
can be used for rut detection. Notice that these models can
be generated offline on the terrains of interest and/or they can
be updated online by having a laser looking at the ruts being
created by the robot at run time. In this paper, we obtain the
experimental models offline, using laser data from ruts created
by a vehicle prior to the mission. The vehicle used to conduct
experiments in this research is a Pioneer 3AT robot.

A set S1 of fifty rut cross sections was manually selected
with ruts depths ranging from (3-6 cm) and rut widths ranging
from (10-12 cm). The rut samples in this data set were obtained
with the vehicle having relative orientations with respect to the
ruts of (-20◦, -10 ◦, 0 ◦, 10 ◦, and 20 ◦). Different orientations
were used because the shape of the rut changes depending on
the relative angle between the vehicle and the rut. S1 contains
10 rut samples for each orientation. Each rut sample contains
31 points equally spaced in their horizontal coordinates with
1 cm resolution and is chosen such that the center of the rut
corresponds with the center of the sample.

One could use all of the rut samples in S1 as the rut
templates for rut detection. However, this number is large,
which can lead to slow rut detection, and may not properly
cover the widths and depths of the ruts that the robot should
identify. Hence, we used this data set to construct a small set
of rut templates for rut detection. The first step was to use

Fig. 3. Schematic of the Proposed Approach to Rut Tracking and Steering
Control

Fig. 4. Coordinate Systems

all of the samples in S1 to construct an average rut template
T (see Fig. 5. In this case T = T1) with a width of 31 cm.
From T we constructed, as detailed below, four rut templates
to cover the desired range of rut widths and depths.

Let BC denote the vehicle body clearance and TW the width
of any one of the tires. We assumed that ruts with depths
in the range [0.5BC, 0.8BC] and with widths in the range
[TW, 1.5TW] are traversable (see Fig. 6). In order to generate
templates that cover this range we stretched (in the horizontal
direction) and scaled ( in the vertical direction) the average
template T using a stretching factor (α1) and a scaling factor
(α2). The stretching and scaling process is carried out using
the linear transformation,

[
XTj

ZTj

]
=

[
α1 j

0
0 α2 j

][
XT

YT

]
, (1)

where [XT ,YT ]T are the coordinates of a point in the average
template T , and [XTj

,YTj
]T are the corresponding coordinates

of template Tj with j = 1,2,3,4. Four combinations of (α1,α2)
were chosen so that each of the four resulting rut templates had
rut width and depth corresponding to one of the four corners
of the Acceptable Region of Fig. 6.

For the vehicle geometry of a Pioneer 3AT robot with a
body clearance (BC) of 8 cm and tire width (TW) of 10 cm
the above procedure generated the four templates shown in
Fig. 5. These templates yielded accurate rut detection in our
limited experiments. However, more experiments are needed to
more rigorously evaluate their efficacy. Also, it is expected that
a larger vehicle may encounter a wider variety of rut shapes,
which may require a larger number of templates, which can
be generated by using scalings corresponding to the interior of
the Acceptable Region of Fig. 6.

2) Feature Selection and Rut Candidates: In the rut de-
tection process, the closeness between the laser points in a
window of 31cm (which is the width of the templates) and
every rut template Ti is determined by computing the sum of
squared error (SSE). Then the minimum of these errors emin is
used as the feature to estimate the probability of a laser point
being a rut center P(Rut/emin). The posterior probabilities are
computed using Bayes’ theorem as follows:

P(w j/emin) =
p(emin/w j)P(w j)

∑2
j=1 p(emin/w j)P(w j)

, (2)
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TABLE I
RUT DETECTION RESULTS ON S3

Detection False Alarm
Rate Rate
96% 3%

where w j represents the class of the measurement (rut or not
rut) and P(w j) are the prior probabilities of each class, which
are assumed equal to 0.5.

The likelihoods ( p(emin/w j) ) are estimated using a max-
imum likelihood approach [22] and a training set S2, which
contains 100 rut samples with depths ranging from (5 - 6 cm)
and rut widths ranging from (11-13 cm).

A separate testing set S3 containing 100 ruts samples with
depths ranging from (4 - 6 cm) and widths ranging from (10-
15 cm) was used to test the rut detection approach and the
results are presented in Table I.

To better illustrate the rut detection process. Fig 7 shows the
posterior probability P(Rut/emin) estimation for each point of
a laser scan obtained from a set of ruts in front of the vehicle.
Notice that the two probability peaks coincide with the location
of the ruts.

3) Proposed Approach to Rut Tracking: In this paper we
propose an improvement to the previous approach to rut
tracking presented in [3] by incorporating an EKF that recur-
sively estimates the parameters of the ruts (curvature) and also
generates smooth estimates of the vehicle state with respect to
the rut, which is advantageous compared to the approach of
[3] because these states can be used directly for the steering
control as shown in subsection II-B. In particular, the EKF
generates estimates of the rut curvature and the orientation

Fig. 5. Rut Templates

Fig. 6. Assumed Range of Rut Widths and Depths for Traversable Ruts

Fig. 7. Laser Data Containing Two Ruts (top) and Corresponding Probability
Estimates of P(RUT/emin) (bottom)

and lateral offset of the vehicle with respect to the rut.

3.1) Rut Model and Extended Kalman Filter
Motivated by the work of [18], which models the road
center line using heading and curvature, we model the rut
locally as a curve of constant curvature κ using frame R,
which moves with the vehicle and is illustrated in Fig. 8.
In addition, the Xr axis is always tangent to the rut and
the Yr axis passes at each instant through the kinematic
center of the vehicle B. In frame R, the position of a
point P in the rut as a function of arc-length (s) is given
by

xr(s) =
∫ s

0
cos(θ(τ))dτ,

yr(s) =
∫ s

0
sin(θ(τ))dτ, (3)

θr(s) = κs

where θ is the orientation relative to frame R of the
tangent vector to the curve at point P. Let us also define
θr as the orientation of frame R relative to the inertial
frame N. As the vehicle moves with linear velocity v and
angular velocity w = dθv

dt , the evolution of θr, θvr (the
relative orientation between the vehicle and the rut), and
yo f f (the lateral offset between the robot and the rut) are
computed using

θ̇r = vcos(θvr)κ, (4)

θ̇vr = w− vsin(θvr)κ, (5)

˙yo f f = vsin(θvr). (6)

Assuming that the evolution of the curvature is driven by
white and Gaussian noise and after discretizing (5) and
(6), using the backward Euler rule and sampling time δt ,
the process model can be expressed as
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⎡
⎣θvrk

κk

yo f fk

⎤
⎦=

⎡
⎣θvrk−1 −κk−1vcos(θvrk−1)δt

κk−1
yo f fk−1 + vsin(θvrk−1)δt

⎤
⎦+

⎡
⎣1

0
0

⎤
⎦δθvk−1+ωk−1,

(7)
where δθvk−1 is the model input (the commanded change
in vehicle heading and ω represents the process noise
which is assumed white and with normal probability
distribution with zero mean, and covariance Q (p(ω) ∼
N(0,Q)).
The measurement model corresponds to the lateral dis-
tance yb from the vehicle Xb axis to the rut center, which
is located at the intersection of the laser plane Π1 and
the rut (see Fig. 8). Using geometry, it is possible to
express yb as

ybk
= −sin(θvrk

)xm +
1
2

κx2
mcos(θvr)−yo f fk cos(θvr)+νk,

(8)
where ν is a white noise with normal probability dis-
tribution (p(ν) ∼ N(0,R)). As shown in Fig. 8, xm is
a function of the state xk = [θvrk

,κk,yo f fk ]
T and the

lookahead distance (L) of the laser and satisfies

1
2

x2
mκksin(θvrk

)+ cos(θvrk
)xm − (L+ yo f fk sin(θvrk

)) = 0,

(9)
where (9) is obtained as a result of a coordinate trans-
formation from the rut frame R to the vehicle frame B.
In compact form, we can rewrite (7) and (8) as

xk = f (xk−1,δθvk−1)+ωk−1, (10)

ybk
= h(xk)+νk

where xk is the state of the process to be estimated, and
f (·) and h(·) are nonlinear functions of the states and
the model input and are given by

f (xk−1,δθvk−1) = [ f1(xk−1,δθvk−1), f2(xk−1,δθvk−1),

f3(xk−1,δθvk−1)]
T , (11)

h(xk)=−sin(θvrk
)xm +

1
2

κkx2
mcos(θvrk

)− yo f fk cos(θvrk
),

(12)
where

f1(xk−1,δθvk−1) = θvrk−1−κk−1vcos(θvrk−1)δt +δθvk−1 ,

f2(xk−1,δθvk−1) = κk−1, (13)

f3(xk−1,δθvk−1) = yo f fk−1 + vsin(θvrk−1)δt .

In the following discussion, we adopt the notation of
[23], where x̂−k is our a priori state estimate at step k

given knowledge of the process prior to step k. P−
k is

the a priori estimate error covariance and Pk is the a
posteriori estimate error covariance.
The time update equations of the EKF are then given by

x̂−k = f (x̂k−1,δθvk−1
), (14)

P−
k = AkPk−1AT

k +Q, (15)

Equations (14) and (15) project the state and covariance
estimates from the previous time step k-1 to the current
time step k, f (·) comes from (11), Q is the process
noise covariance and Ak is the process Jacobian at step
k, which is computed using

Ak[i, j] =
∂ f[i]

∂x[ j]

(x̂k−1,δθvk−1
). (16)

Once a measurement ybk
is obtained, the state and the

covariance estimates are corrected using

Kk = P−
k HT

k (HkP−
k HT

k +R)−1, (17)

x̂k = x̂−k +Kk(ybk
−h(x̂−k )), (18)

Pk = (I −KkHk)P−
k , (19)

where h(·) comes from (12), R is the measurement
covariance, Kk is the Kalman gain and Hk is the mea-
surement Jacobian, which is computed as

Hk[i, j] =
∂h[i]

∂x[ j]

(x̂−k ). (20)

3.2) Data Association
In order to improve the efficiency and robustness of the
rut detection and tracking algorithm, only a small region
of the laser scan is analyzed for ruts. The search region
is selected based on the distribution of the measurement
prediction, which we assume follows a Gaussian distri-
bution after the linearization process [24] and is given
by

p(ybk
) = N(h(x̂k

−),HkP−
k HT

k +R). (21)

Any confidence interval can then be defined around the
predicted measurement h(x̂k

−). In this work, we use a
search region of two standard deviations, which results
in the following search region:

Fig. 8. Rut Frame Coordinates used for Rut Local Modeling
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Sr =
{

[ h(x̂−k )−2σ , h(x̂k
−)+2σ ] σ ≤ σ[

h(x̂k
−)−2σ , h(x̂k

−)+2σ
]

σ ≥ σ (22)

where σ = (HkP−
k HT

k + R)0.5 and σ is a predefined
threshold, which is set to 10 cm, such that 2σ corre-
sponds to half the width of the vehicle.
Once the search region Sr has been determined, the
rut detection algorithm, explained in subsection II-A, is
applied pointwise to each laser point within the region,
which generates estimates of P(Rut/yb) the probability
of having a rut given a measurement yb. Recall that yb

is the distance between the Xb axis of the vehicle and
the rut center (see Fig. 8).
Finally, we select as measurement ybo such that:

ybo = arg max
yb ∈ Sr

p(Rut/yb)P(yb) (23)

This sensor measurement is then used to compute the
filter innovation (18). In case that P(Rut/ybo) ≤ Pth,
where Pth is a predefined threshold, then no measurement
is used and the filter uses the prediction without the
update step.

B. Rut Following (Steering Control)

The proposed steering control is an adaptation of the con-
troller proposed in [25]. The controller of [25] was developed
for an Ackerman steered vehicle. Here, we approximate the
vehicle kinematics using a differential drive model.

The EKF continuously generates estimates of the lateral
offset yo f f and the relative angle between the vehicle and the
rut θvr, which are used to drive the vehicle towards the rut,
Fig. 9.

In order for the robot to follow the ruts, θvr should be
driven to zero and the lateral offset yo f f should be driven to a
desired offset yo f fdes

= RobW+TireW
2 , where RobW is the width

of the robot and TireW is the width of the tire. To achieve
this, a desired angle for the vehicle θvdes

is computed using a
nonlinear steering control law as follows

θvdes
= θr + arctan(

k1(yo f fdes
− yo f f )

v
), (24)

where θr is the angle of the rut with respect to the global
frame N, v is the robot velocity, and k1 is a gain that controls
the rate of convergence towards the desired offset. The desired
angle (θvdes

) is then tracked using a proportional control law
as follows

w = k2(θvdes
−θv) = k2(θvr − arctan(

k1(yo f fdes
− yo f f )

v
), (25)

where w is the commanded angular velocity for the robot.
Notice that (25) takes as inputs the state estimates generated
by the EKF.

In order to avoid abrupt changes in the heading of the
vehicle, saturation limits are imposed on (25), which leads
to the final steering control scheme

wc =

⎧⎨
⎩

w −wmax ≤ w ≤ wmax

wmax w ≥ wmax

−wmax w ≤−wmax

(26)

where wmax is the maximum angular rate that would be
commanded to the vehicle, and wc represents the actual com-
manded angular velocity.

III. SIMULATION RESULTS

To test the proposed approach, a computer simulation using
Matlab was developed. A theoretical rut was simulated using
a piecewise clothoid model similar to [18]. In the simulated
rut, for each rut segment i which covers the arc-length interval
[si,si+1), the curvature (κi) is modeled as κi(s− si) = κ0,i +
(s− si)κ1,i, where κ0,i is the curvature at the beginning of the
segment and κ1,i is the rate of change of curvature for the
segment. In particular, for this simulation an S-shaped rut of
10 segments and maximum curvature of 0.5m−1 is employed.

The sensor measurements are simulated by finding the
intersection of the laser L1 with the rut as illustrated in Fig.
10. The lookahead distance is set to 45cm and the robot linear
velocity is maintained constant at 20cm/s. The process noise
covariance Q was set to Q = diag(1e− 5,2e− 4,1e− 5) and
the measurement noise covariance was set to R = 1e−3, which
is 10 times larger than the typical variance for a laser sensor.
The initial covariance estimate Po was set equal to Q.

Fig. 10 illustrates the robot at the initial position with an
initial offset of 1m and being parallel to the rut. Notice that
the desired offset is yo f fdes

= RobW+TireW
2 = 25cm.

As an evaluation metric we employ the RMS error between
the true and estimated offsets RMST vsE , where the true offset
is defined as the distance between the kinematic center of the
vehicle B and the closest point on the rut. On the other hand,
the estimated offset is the one estimated by the EKF.

Fig. 11 shows average values for the true, estimated and
desired offsets for 10 simulation runs as a function of arc
length. A second performance metric is the RMS error between
the estimated offset an the desired offset on steady state
RMSEvsD. That is, neglecting the initial approach to the rut. The
average RMS values for the 10 runs are RMST vsE = 1.47cm

and RMSEvsD = 1.52cm.

IV. CONCLUSIONS AND FUTURE WORK

A rut detection algorithm based on a probabilistic frame-
work was designed and tested on experimental data collected

Fig. 9. Steering Control Parameters
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Fig. 11. Simulation Results on a S-shaped Rut

using a laser range finder. Experimental results on real ruts
showed good detection rates with a low false alarm rate. In
addition, a rut tracking algorithm was proposed and tested in
simulation using an EKF. Initial simulation results showed that
the state estimates from the filter are good enough to perform
rut following using the proposed steering control mechanism.
The rut following simulations showed tracking errors of the
lateral offset (Estimated vs Desired) of RMSEvsD = 1.52cm for
steady state operation.

Future work will involve the experimental verification of
the proposed system and the development of a planning based
subsystem to select the best rut to follow among several
candidates and initialize the EKF (i.e. provide the filter with
the initial state estimate).
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