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Abstract—A novel chaotic global optimization (CGO) method
is proposed. A class of gradient-based systems which use the
value of the objective function to manipulate the stability of
all local optima plays a significant role in the method. In such
a system, local optima with lower values of the objective can
be made more stable. Because, with an appropriate choice of
its bifurcation parameter, the globally optimal solution of an
optimization problem becomes the unique stable fixed point,
all trajectories can converge to the global optimum under the
situation. Best of authors’ knowledge, this is the first appearance
of a chaotic optimization method which only uses a single
trajectory of gradient-based systems and never requires com-
plicated operations like annealing the control parameters or
finding multiple local minima. Additionally, in order to improve
the applicability of the proposed CGO method, an adaptive
method of directly controlling the stability at local optima is also
proposed. Numerical results also show that the proposed method
is promising for the tested problems.

Index Terms—global optimization, chaos, gradient-based sys-
tem, stability, iterated map

I. INTRODUCTION

Global Optimization is getting more and more important
in various fields of engineering. Although many mathematical
or heuristic methods have been proposed, the activity of
researches for global optimization never declines because there
is no universal method to solve all kinds of problems. As the
performance of optimization methods depends heavily on the
structure of problems, the optimization community is requested
to suggest many options and explain when and why each option
works well.

A class of emerging global optimization method is the
chaotic global optimization (CGO) [1]–[4]. In the CGO frame-
work, a deterministic search system with nonlinearity (e.g., a
gradient-based system including the steepest descent) is used
for both local and global search. The CGO utilizes the fact
that the stability of a nonlinear dynamical system can be
varied by a certain parameter, the so called control parameter,
within it. While various types of such nonlinear systems have
been proposed, they get unstable in common as the control
parameter is increased. When the system is stable, it works
as an ordinary local search system in which trajectories are
attracted to one of local optima. Conversely, when the system
gets unstable and chaotic, almost all of trajectories wander so
as to search for optimal solutions globally.

To find the global optimum in the CGO, the chaotic
annealing (CA) has also been used in common. The CA,
in imitation of the simulated annealing (SA) for global op-
timization [5], gradually decreases the control parameter from
the chaotic phase to the stable phase. During the annealing
process, trajectories in the search system repeatedly visit a
local optimum, escape from it and move to another one in
the chaotic phase, while they are expected to converge to
the global optimum at the final stage. It is reported that the
CA is promising for combinatorial and continuous nonconvex
optimization problems.

However, it is also known that the CA may fail for some
problems. Reasons for the failure can be explained as follows:

1) A nonlinear search system has a particular kind of bi-
furcation structure originated from the objective function
to be optimized. It is not always true that the global
optimum corresponds to the most stable fixed point in
the system. Under the circumstances, local optima other
than the global optimum are likely to be found more
frequently by the CGO.

2) Even if the global optimum is actually the most stable
fixed point, the success of the CGO approach heavily
depends on the decreasing schedule of the control pa-
rameter during the CA process. Too fast or too slow re-
duction of the control parameter may lose the possibility
of finding the global optimum.

Therefore, a nonlinear search system in which undesired
attraction to local minima can be prevented, is required for
the CGO. Eventually, a CGO method which works without
the CA process is desired.

To address the above issues, a new CGO method is proposed
in this paper. The proposed method has three novelties to
conventional CGO methods. First, a gradient-based system is
proposed in which a nonnegative and nondecreasing function
with respect to the value of the objective function, the so
called stability control function in this paper, is multiplied
to the gradient so as to manipulate the stability of all local
optima. In other words, local optima with better objective
function value can be forced to be more stable. Second, the
proposed method does not require the CA process any more
as the stability of local optima can controlled only by the
stability control function. All the parameters originally in the
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gradient-based system can be fixed. Third, when parameters
are set properly so as to make the global optimum stable but
other local optima unstable, trajectories of the system starting
from all points can converge to the global optimum steadily.
In addition, an adaptive configuration of the stability control
function is proposed with some parameters introduced in it.
The proposed method is demonstrated through examples for a
simple one-dimensional problem to verify its effectiveness.

This paper is organized as follows. The framework of the
proposed CGO method, which uses the gradient-based system
with the stability control function, is introduced in Section II.
Section III expansively proposes an adaptation of the stability
control function. Sections II and III also present numerical
experiments to verify the effectiveness of the proposed method.
Brief conclusions and future works are given in Section IV.

II. CHAOTIC GLOBAL OPTIMIZATION BASED ON

GRADIENT-BASED SYSTEM

Consider the following optimization problem with a box
constraint:

min
x

f(x), (1a)

s.t. l ≤ x ≤ u. (1b)

x = [x1, · · · , xN ]T ∈ Rn denotes the decision variable; f :
RN → R1 is the continuously twice differentiable objective
function; l = [l1, · · · , lN ] ∈ RN and u = [u1, · · · , uN ] ∈
RN are the lower and upper bound for the decision variable.
Assume that f(x) has at least an isolated global minimum and
multiple local minima in the box, and that the Hessian matrix
of f(x), denoted by H(x) = ∇2f(x), is positive definite
at all local minima in the box. These hypotheses are naturally
satisfied by most of global minimization problems. Let us note
that the box constraint plays a significant role in the proposed
CGO method.

A. Conventional Chaotic Global Optimization with Gradient-
Based System and Chaotic Annealing

In this subsection, the conventional CGO method which
uses gradient-based systems and the CA method is reviewed
briefly. An instance of continuous-time gradient-based systems
to solve (1) is given by

dx(t)

dt
= −diag[(ui − xi(t))(xi(t) − li)] · ∇f(x(t)). (2)

According to the negative gradient, −∇f , and the variable
metric matrix, diag[(ui − xi)(xi − li)], being positive definite
in the box, (2) is obviously a descent system. The variable
metric matrix practically works to confine the decision variable
x in the box. Equation (2) is partitioned into two equalities by
introducing a new variable y = [y1, · · · , yN ] ∈ RN , which
satisfies dx(t)/dt = (∂x/∂y) · dy(t)/dt, as follows:

xi(t) = gi(yi(t))
def
=

ui + li exp(−yi(t))

1 + exp(−yi(t))
, i = 1, · · · , N,

(3a)

dy(t)

dt
= −∇f(x(t)). (3b)

Equation (3a) is a one-to-one mapping from u to x; similarly,
the inverse map from x to u is defined by

yi(t) = g−1
i (xi(t))

def
= log

ui − xi(t)

xi(t) − li
. (4)

When (3b) is discretized by the Euler’s finite difference method
with the step length h > 0, (3) is transformed as follows:

xn = g(yn), (5a)

yn+1 = yn − h · ∇f(xn), (5b)

where g(y) = (g1(y1), · · · , gN (yN ))T . Since, due to the
assumptions on f and the definition of g, there exist at
least two different points y1 and y2 such that ∇f(g(y1)) =
∇f(g(y2)) = 0, det H(g(y1)) > 0 and det H(g(y2)) > 0, it
is guaranteed by [6], [7] that (5b) is chaotic for a sufficiently
large h.

In the system (5), the step length h is used for the control
parameter. When h is relatively small, every trajectory in the
space of x converges to a local minimum; however, when
h is enough large for (5b) to be chaotic, trajectories in the
space of x wander in the box so as to visit a local minimum,
escape from it and move to another. In the CGO framework, the
CA method, which sets the control parameter to a sufficiently
large value at first to search for better solutions globally
by tracking a chaotic trajectory, then gradually decreases the
control parameter during the search so as to finally converge
the trajectory to the global minimum, has been conventionally
applied to nonlinear dynamical systems like (5).

Although the CGO in combination with the CA, may be
effective for some problems, convergence to the global opti-
mum cannot be guaranteed. It is mainly because the stability of
local optima in the search system does not always correspond
to the level of the objective function. In fact, the CA is
likely to give the most stable fixed point of the gradient-based
system rather than the globally optimal solution of the original
problem. In (5), the stability of fixed points varies according
not only to the gradient ∇f and the control parameter h, but
also to the nonlinear function g. In addition, the possibility of
finding the global optimum depends on the decreasing schedule
of the control parameter. For example, too fast or too slow
annealing may converge trajectories to unexpected solutions.
Furthermore, preliminary experiments are also necessary for
choosing the initial value of the control parameter in order for
the system to be chaotic.

The above-mentioned issues in the conventional CGO will
be resolved one by one below. A gradient-based system is
introduced in which the stability of fixed points is manipulated
according to the value of the objective function. With such
systems, the global optimum can be obtained without using
the CA any more.

B. Gradient-Based System with Stability Control Function

Consider a simple gradient-based system of the steepest
descent:

dx(t)

dt
= −∇f(x(t)), (6)
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with the box constraint in (1) ignored at first. In (6), all local
minima of (1) are stable fix points, but the stability of them
is related only to the gradient ∇f . In order to manipulate the
stability of fixed points according to the objective function
values calculated there, a new system with a nonnegative
and nondecreasing stability control function is introduced as
follows:

dx(t)

dt
= −c(f(x(t))) · ∇f(x(t)), (7)

in which c : R1 → [0,∞) is the stability control function.
If the minimum value of the objective function in the box
(1b), denoted by f∗, is known in advance, an instance of such
stability control functions can be given by

c(f(x)) = max{f(x) − f∗ + ε, 0}, (8)

where ε > 0 is sufficiently small. By the Euler’s finite differ-
ence method with the step length h > 0, (7) is transformed
into an discrete-time system:

xn+1 = xn − h · c(f(xn))∇f(xn)
def
= F (xn;h). (9)

Local minima of f are stable fix points of (9) for relatively
small h. On the other hand, it is also guaranteed by [6], [7]
that (9) is chaotic for sufficiently large h.

Now, the stability of local minima of the objective function
f in the system (9) is analyzed as follows. When xo is a
local minimum of f , the stability of xo is determined by the
Jacobian matrix of F ,

DF (xo) = I − h · c(f(xo))H(xo), (10)

where the equality ∇f(xo) = 0 is used. By the theory of
nonlinear dynamical systems, the largest eigenvalue of the right
hand side of (10) defines the linear stability around stable fixed
points of the system (9) [8], [9]. Let λmax(x

o;h) be the largest
eigenvalue of DF (xo). xo is stable if −1 < λmax(x

o) < 1; xo

gets more stable as λmax(x
o;h) is more closer to −1. Due to

the assumptions of c(f(xo)) > 0 and the positive definiteness
of H(xo), it is always true that λmax(x

o;h) > −1 for any
h > 0. At the same time, (9) has no other stable fix points
than local minima of f .

The stability control function in (9) fundamentally makes
local minima with lower value of f relatively more stable. The
step length h > 0 can be used for making xo less stable as h is
increased. When h > h1(x

o) for some h1(x
o) > 0 satisfying

λ(xo;h1(x
o)) = 1, xo becomes an unstable fixed point in

(9) even though it is a local minimum of f . In the context of
nonlinear systems, for some h1(x

o) < h2(x
o) < h3(x

o), (9)
has chaotic trajectories around xo for h ∈ (h2(x

o), h3(x
o)).

It should be noted that h1 is unique for each local minima.
When f has N local minima, xo

1, · · · ,xo
N , let h11 be the

largest value of h1:

h11 = max
i

{h1(x
o
i )}, (11)

and i1 be the corresponding index number:

i1 = arg max
i

{h1(x
o
i )}. (12)

The second largest value of h1 and its index number are also
defined as

h12 = max
i�=i1

{h1(x
o
i )}, (13)

i2 = arg max
i�=i1

{h1(x
o
i )}. (14)

For h ∈ [h12, h11), (9) has only a stable fixed point xo
i1

so that all convergent trajectories gather only to the fixed
point. On the other hand, if there exist some i satisfying
h2(x

o
i ) < h < h3(x

o
i ) for the same h, which may happen

for many f ’s, chaotic trajectories coexist in the system. If the
stability control function is chosen properly so that the unique
stable fixed point xo

i1
is equivalent to the global minimum of

f , the global minimum is obtained by finding any convergent
trajectory in (9) under the circumstance.

C. Satisfaction of Box Constraint

In general, chaotic trajectories of nonlinear dynamical sys-
tems can exist in a certain closed region; however, trajectories
of (9) can’t always be confined in the box (1b) of the
original minimization problem. Temporarily left in II-B, the
box constraint (1b) must be satisfied during the search.

In the proposed method, (1b) is simply satisfied by forcibly
mapping the image of F into the box set. For instance, when
the image xk+1 from xk goes to the outside of the box, a shift
operation defined by

si(xi)
def
= xi − (hi − li) ·

⌊
xi − li
hi − li

⌋
, i = 1, · · · , N, (15)

where �x� denotes the greatest integer which does not exceed
a real value x. By (15), S(x) = (s1(x1), · · · , sN (xN ))T

always maps x into the box. It should be cautioned that the
confinement operation be defined in a deterministic manner
and that fixed points in the box never be moved by the
operation. Another example of such operations may be the
reflection at the boundary of the box.

The proposed method uses the composite map of the
gradient-based system (9) and the shift operator (15):

xn+1 = Fs(xn;h)
def
= S(F (xn;h)), (16)

to search for the global minimum in the box. Different from
the confinement by some nonlinear operations as in (5), the
shift operator never changes the nature of fixed points in their
neighborhood; therefore, the property of local minima in the
system (16) is the same as that of (9).

Keeping trajectories by the shift operator (15) also plays a
significant role: it can change chaotic trajectories in (9) into
convergent ones in (16). The shift operator has the possibility
to map points on chaotic trajectories to those on stable ones.
When the globally optimal solution x∗ of the problem (1) is
forced to be the only stable fixed point of (9) in the box for
a certain h, it must be the unique stable fixed point of (16).
Therefore, it is expected that, under the circumstance, while
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the neighborhood of x̃ within a certain period, b is increased
geometrically so that x̂ becomes unstable. Conversely, if x̃

actually became unstable, the parameter ε in (20) is increased
once as follows:

ε := f̃ − f̂ − ε, (22)

so that x̃ is kept unstable for the trajectory to search for better
solutions globally. Now that the trajectory will not converge
to a certain point, the parameter ε will be decreased again
because of the third idea mentioned above; however, when a
better solution is found during the global search, the trajectory
is expected to converge to a different point from the past ones.

Finally, the termination condition of the search is considered
briefly. In the proposed method, the search will be terminated
based on the predefined number of iterations. Since it repeats
the local and global search alternatively, but since the global
optimality condition cannot be checked without knowing the
accurate minimum value of the objective function, f∗, the
above method may be most practical at this time.

B. Algorithmic Description

Algorithm 1 describes the pseudo-code of the proposed
method for chaotic global optimization by adaptively con-
trolling the stability of local minima. In the algorithm, the
variable conv shows whether the tracked trajectory converged
or not: conv = 1 if it did converge, while conv = 0 if not.
The variable count records the continuously repeated count of
happening conv = 0. When conv = 1, the passed point of
the tracked trajectory at n = kT , denoted by xkT , is slightly
moved from x̃ so that the trajectory may escape from it. In
consideration of the box constraint (1b), xkT is given by

xkT,i =

{
x̃i + MIN, xi ≤ (li + ui)/2,

x̃i − MIN, otherwise,
i = 1, · · · , N.

(23)

With the use of (23), Algorithm 1 is completely deterministic
to have reproductivity and reliability of results. It is easily
verified that the parameters ε and f̂ for the stability control
function can actually adapt as considered in III-A.

C. Demonstration to 1-dimensional Problem

In this subsection, the problem (17) is solved by Algorithm
1. Now, it is important that the structure of the objective
function (17a), including its minimum value f∗ = f(x∗) and
second order derivative at the global minimum d2f(x∗)/dx, is
not known in advance. The parameters of Algorithm 1 is set
as follows: Rε = 10, Rf = 2 and MIN = 10−6. Tested pairs
of (T, K) are (5, 200), (10, 100), (100, 10), (5, 2 000),
(10, 1 000) and (100, 100). The product T × K gives the
total number of function value evaluations.

Table I shows the convergence rates to the global minimum
x∗ to an accuracy of less than 10−4 in 10 000 trials starting
from uniform random points in the box (1b). The rates are
low for three cases where T × K = 1000, while they get
significantly higher as function value evaluations are increased

Algorithm 1 Chaotic global optimization by adaptively con-
trolling the stability of local minima.

// parameter settings
set the following predefined values:
• T > 0 (length of a period)
• K > 0 (maximum number of periods)
• Rε > 1 (scaling factor for ε)
• Rf > 1 (scaling factor for f̂ )
• MIN (infinitesimal number)

// initial settings
x0 ← a point in the box (1b)
x̃ ← x0

f̃ ← f(x̃)
ε ← 1
conv ← 0
count ← 0
// search for better solutions
for k = 0 to K − 1 do

if conv = 0 then
// stabilize the system (20) for local search
ε ← ε/Rε // decrease ε
for t = 0 to T − 1 do

xkT+t+1 ← FA(xkT+t; f̃ , ε)
if f(xkT+t+1) < f̃ then

x̃ ← xkT+t+1

f̃ ← f(x̃)
end if

end for
if ||x(k+1)T − x(k+1)T−1|| < MIN then

conv ← 1
count ← 1

end if
else

// destabilize the system (20) for global search
f̂ ← f̃ − Rcount−1

f · ε // set virtual target value of f
xkT ← a point in the neighborhood of x̃

for t = 0 to T − 1 do
xkT+t+1 ← FA(xkT+t; f̂ , ε)
if f(xkT+t+1) < f̃ then

x̃ ← xkT+t+1

f̃ ← f(x̃)
end if

end for
if ||x(k+1)T − x(k+1)T−1|| < MIN then

count ← count + 1
else

ε ← f̃ − f̂ − ε
conv ← 0
count ← 0

end if
end if

end for
// termination
output x̃ and f̃

4840



TABLE I
CONVERGENCE RATES TO GLOBAL MINIMUM FOR PROBLEM (17).

period length (T ) maximum periods (K) convergence rate (in %)

5 200 37.93
10 100 39.41

100 10 57.86

5 2000 57.11
10 1000 74.28

100 100 100.00

Note: (i) Algorithm 1 was used with the parameters: Rε = 10, Rf = 2
and MIN = 10−6. (ii) The convergence rate is to the global minimum
x∗ = −0.7480 to an accuracy of less than 10−4 in 10000 trials from uniform
random points in the box (1b).

up to T × K = 10 000. However, solutions near the global
optimum were obtained at higher rates in the results; for
example, the convergence rates to the global minimum x∗ to
an accuracy of less than 10−2 in the same trials as in Table
I were 62.53%, 77.07% and 85.17% for (T, K) = (5, 200),
(10, 100) and (100, 10), respectively. From the results, small
values of the period length T pose insufficient convergence of
trajectories; therefore, T must be set to an enough large number
to successfully search for local minima with high accuracy.

On the other hand, another reason for low convergence rates
to the global minimum, in particular for the cases with the
smaller number of function value evaluations, is the trap to
locally optimal solutions. It was resolved to a large extent by
increasing the maximum number of periods, K. Fig. 5 shows
the passed points of a trajectory, xn, and the history of the
best solution x̃ found by tracking the trajectory; Fig. 6 shows
the history of the parameter ε in the same search. The period
T in Algorithm 1 was set to 100 in this trial.

In Fig. 5, the best solution so far was updated some times
until the trajectory converged to the global minimum. After-
ward, the point was destabilized and finally became unstable;
then, the trajectory started wandering as expected. Because
the global minimum had already been found in this trial, the
trajectory came back there again after the stabilization of the
best solution obtained so far. However, if there had been better
solutions and the best solution x̃ had been updated during the
global search, the trajectory would have converged to another
optimal solution better than those found in the past.

In Fig. 6, the parameter ε was reduced at first, but increased
once at about n = 600. It was because the update defined by
(22) was done at that time. Afterward, the trajectory started
wandering again, then converged to the global minimum as ε
was decreased sufficiently.

It should also be noted in Table I that the convergence rate to
the global minimum reached 100% for (T, K) = (100, 100).
Although further investigations may be required, the parameter
setting can be thought to be effective in balancing between
exploration and exploitation: for the test problem, T = 100
was sufficiently large for local search with high accuracy, and
K = 100 was also sufficiently large for global search so as
to escape from local minima and find the global minimum
constantly.

��
�
�

Fig. 5. Passed points by a trajectory (dashed line), xn, and the history of
the best solution (solid line), x̃. The period T was set to 100 in this trial.
The best solution varied frequently until about n < 150. It stayed at 0.3988,
1.2845, −1.4965, −1.1775 and −0.9773; then, it moved to −0.7651 before
approaching the global minimum x∗ = −0.7480 at about n = 250. After
the convergence, the global minimum made unstable at about n = 600 so
that the trajectory was wandering globally until about n = 820. Thereafter,
the trajectory came back to the global minimum again.

��

Fig. 6. Change of the parameter ε for the same trial as shown in Fig. 5.
The parameter value was reduced at first, but increased once about n = 600,
which helped the trajectory start wandering again. Afterward, it was reduced
so that the trajectory went back to the global minimum.

IV. CONCLUSION

A novel chaotic global optimization (CGO) method was
proposed. For a nonlinear continuous optimization problem
with box constraints, a gradient-based system in which the
stability of local minima can be manipulated by the value
of objective function at the points was introduced. A com-
posite map with the confinement of the trajectories of the
above gradient-based system into the box in a simple but
deterministic manner, was also proposed. Property of such
systems was also studied in the context of nonlinear systems.
In addition, an adaptive method of directly controlling the
stability of local optima so as to improve the applicability of
the proposed CGO method was also proposed. Demonstrations
of the proposed method by solving a 1-dimensional problem
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were also provided. It was confirmed that for the test problem,
all trajectories in the composite system could converge to the
global optimum.

This is a pioneer study for the CGO without using the
conventional CA method, so there are many issues to be
challenged in the future. First, the proposed method will be
tested by solved various problems, including complex and
large-scale ones. Second, the theory of the adaptive stability
control can be refined so as to guarantee that the globally
optimal solutions are always obtained for a certain class of
problem, or at least to improve the possibility to do so. Third,
if the above issue is solved positively, the dependency of the
presented algorithm on its parameters will also be studied
comprehensively.
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