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Abstract—Building an audio-visual data corpus is one 
significant step in audio-visual research. One of the most 
challenging tasks in computer science is computer-aided speech 
therapy and language learning. Developing computer 
applications for training and rehabilitation of the handicapped 
and helping the hearing and speaking-impaired by facial speech 
synthesis are among the most helpful, state-of-the-art roles of 
computer technology in today’s human-machine interacting 
systems. To date, there have been no audio-visual corpora in 
Persian language, in that it makes it difficult or even impossible 
for researchers to carry out studies in the area.  This paper gives 
an indication of the collected Persian audio-visual data corpus. 
AVA is a comprehensive, systematic collection of both continuous 
speech and isolated spoken utterances in Persian language. The 
goal of this project is to facilitate audio-visual research in the 
language through this data corpus which is available upon 
request. 

Keywords—Audio visual data, Corpus design, Speech 
therapy.

I. INTRODUCTION

In recent years, audio-visual (AV) speech processing has 
received great attention because of the revolutionary potential it 
has to improve the human-machine interaction. Multi-modal 
data can correct the many defects caused by uni-modal data [4]. 
Computer aided rehabilitation for speaking and hearing-
impaired is one of the most prominent and influential goals in 
computer science. Some distinctions cannot be distinguished 
with degraded hearing, even when the hearing loss is 
compensated by hearing aids or cochlear implants [33]. 
Observations confirm that visual information improves the 
intelligibility of both synthetic and natural acoustic speech by 
15% to 50% [32]. Deaf children can perceive 70% of speech 
information if both audio and video are presented, while human 
teachers are insufficient for teaching them, in that many of 

these children can only understand their teacher. This provides 
motivation for developing an automated facial animation. 
There are software like [6] that have been developed for such 
uses but can be used merely for their target language, in that 
they have been designed based on a language’s articulatory and 
vismic information which are unlike that of a different 
language. 

Yet, AV data corpora have been collected in many 
languages, e.g. English, German, Chinese, Turkish, Indian, 
French, Dutch, Czech and Arabic. This paper presents the 
collecting process of the first Persian AV data corpus, AVA, 
which is to help training and rehabilitation of the handicapped 
and language learners [6,14]. 

In what follows, section 2 includes a survey of the existing 
AV datasets and motivation behind a more robust design 
approach of data corpus. Section 3 introduces the framework of 
the presented AV data corpus, where the spoken material and 
the recording setup are entailed. The result comes in the 4th 
section, followed by suggestions and future work in the area. 

II. RELATED WORKS

A number of corpora have been produced over the past few 
years. Only few databases appear to be designed based on a 
comprehensive phonemic visemic analysis in recording, which 
causes them not be perfectly useable. 

Some databases are designed for recognizing digits such as 
CUAVE containing 36 speakers uttering numbers [22,23] and 
M2VTS [25]. Some are developed to enable speech recognition 
e.g. Manssa L.K [18], AVOZES [10,11], Mandrain Chinese 
[17], Czech [5,26] and Dutch [27]. In BANCA [1], a 12 digit 
number, speaker’s name, his address and date of birth is 
uttered. 
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Much as researches have been done to develop several AV 
data corpora in various languages, none has emerged as a 
thoroughly reusable one; for they meet their former goal 
applications’ requirements, where for a latter unforeseen 
project, they more probably fall short of meeting the new 
requirements. M2VTS and XM2VTS [19] for example, cover 
isolated digits. Most do not record the profile view of 
respondents, which makes it not be useable for some certain 
applications [22]. Data corpora can be used as computer 
assistive technology [24]. 

Some corpora such as [12] are built for covering emotional 
speaking faces and others in different environments such as car 
[16] or inside smart meeting rooms [21]. A survey of audio 
visual databases is prepared in [3] listing many corpora, where 
they cover mono-modal or limited, small spoken material. 
Other research [34] discusses speech characteristics of the deaf; 
reviews computer-based speech training aids to the hearing-
impaired. 

Needless to say, no data corpus has been designed fully 
reusable. But, moving towards taking some basic factors into 
consideration to make it more reusable can be considerably 
time and cost reducing in future development. The proposed 
method explains a new AV corpus aiming at assisting speech 
therapists for teaching sound Persian phoneme articulation. In 
this project, we aimed at facilitating the future works in the 
area for all researchers by choosing the framework described in 
next sections. 

III. DATABASE DESIGN FRAMEWORK

In order to efficiently collect the data, a framework [20] 
was considered, in which the targeted application of data 
corpus had to be declared in the first step. The applications are:  

•  Develop and build:

o application for teaching Persian phoneme 
pronunciation to the hearing and speaking-impaired 
[6] and children suffering from delay speech and 
language (DSL) [7,35]; 

o application for language learners studying 
Persian as their second language or for Iranian 
children living worldwide in non-Persian speaking 
environments [7]; 

• Persian viseme classification; 

• Talking head generation [29]. 

One significant point that should be taken into 
consideration is that, the designed data corpora have been 
always developed based on their target application. A thorough 
analysis was made after considering an appropriate lighting and 
acoustic environment in a professional studio for recording. 
The following are to be discussed here: the spoken material, 
respondent selection and recording setup. 

As stated, because there had been no other Persian AV data 
corpora, and in order to satisfy the essential need of the various 
applications in the language, the decision was to develop AVA 
such that it would cover all Persian phonemes in existing and 
possible syllables, other than continuous speech and digits. 

A. The spoken material 

Here, a research had to be made to collect and classify the 
Persian language phonemes; where in other designed corpora, 
this is an available preliminary data. In Persian, there are 23 
consonants and 6 vowels. In figure 1, Persian and other 
languages’ vowels [28,15] are shown in IPA [31]. The vertical 
and horizontal axes represent mouth opening size and place of 
articulation respectively. Symbols in dark italic font represent 
Persian vowels. 

We covered digits and all utterances within cv, vc, cvc, vcv 
and cvcc syllables in the language. As studied and stated in [9], 
20 common sentences are chosen, where the phoneme 
proportion is balanced. This means that phonemes’ occurrence 
frequency in the sentences is like that in Persian language’s 
daily speech. Serial digits are included as well. Two examples 
are shown in table 1. 

Table 2 presents all possible and captured forms of 
consonant /b/ in various combinations. AVA covers this 
combination for all consonants. In cv and vc cases an example 
is given. The collected place and manner of articulation of 
consonants [13] in Persian language are shown in table 3. 

Figure 1. Vowels in IPA and Persian language 

Table 1  Example of two common sentences 
IPA form /sobhe  hæmegi: be kheir/ 

Persian form  ���� ه��� 
��
IPA form /sæbr d ʃte b ʃʃʃʃ/
Persian form دا��� ��ش ���

Table 2  Syllables of consonant /b/ 
c=b /u/ /o/ / / /æ/ /e/ /i/ 

cv
bu

/bud/
bo       

/boro/ 
b 

/b b /
bæ 

/bæle/ 
be 

/bede/ 
bi 

/bit /

vc
ub

/xub/
ob        

/sob/ 
 b

/x b/ 
æb 

/ædæb/ 
eb  

/teb/ 
ib  

/sib/ 

cvc cuc coc c c cæc cec cic 

vcv vbv vbv vbv vbv vbv vbv 

cvcc cucc cocc c cc cæcc cecc cicc 

Table 3  Consonants in Persian language 
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Nasal m n   [ŋ]   

Plosive p b t d   K � � [ʔ]
Affricate tʃ  dʒ     

Fricative f v s z ʃ ʒ x �   h 

Tap [ɾ]       

Trill r       

Approximant l  j     

B. Respondent Selection 

The selected first two speakers were preferred to have the 
standard Persian accent, Tehrani. According to Bench 1995 [2], 
were people divided into four groups of young and old male 
and female, young ladies convey most audio-visual 
information. Hence, lip reading of young ladies is the simplest 
aware of sound speaking techniques, and a computer engineer 
were captured. Here, a linguist was chosen, resulting in 
producing higher standard phonemes, because the designed 
data corpus had to be, firstly, fully usable for developing the 
teaching Persian phoneme pronunciation. The other person was 
captured, for it was preferred to have an ordinary prototype; 
because, for talking head generation [8], the head has to look 
like an ordinary talking face. Neither of the speakers have 
articulation nor voice disorder, make ups nor cosmetic surgery. 

C. Recording Setup  

Having an appropriate recording setup is an important 
factor in collecting a more reliable data corpus; however 
depending on the application for which the corpus is 
developed, these conditions differ. In our approach, the lighting 
and acoustic conditions are considered with great care. This 
setup is comprised of the following segments: 

• Studio layout and speaker position 

• Recording equipment 

• Prompts (slides) 

This setup is described in the following. 

1) Studio Layout and Speaker Position 
In order to collect the data corpus in an appropriate 

professional environment, the IRIBU, Iran’s broadcasting 
university, TV studios was chosen. The studio is an ideal place 
for audio-video recordings either for its perfect lighting or its 
acoustic environment. This condition was selected in that it 
should meet the stated application requirements. To have the 
minimum shades on speaker’s face 4 portable projectors other 
than various hanging projectors were used. A blue curtain is the 
background of the three cameras filming different views of the 
speaker. 

Figure 2. Studio setup in different perspectives 

The speaker sits on a fixed chair, while the first and second 
cameras record the profile and frontal view, respectively, while 
the third one records the lip area. The first two capture the 
speaker’s shoulders and head, and the third camera has the 
entire chin up to the middle of the nose in frame for all 
speakers. For both respondents, the position of the cameras and 
light projectors were fixed, as presented in Fig. 2. 

2) Recording Equipment 
As stated, three cameras were used, two Canon XL2 cameras 

and one PD150 SONY. The first XL2 camera records a profile 
view of the speaker, named Cam 1 for quick reference. The 
other XL2 camera records the full view, Cam2; while the 
SONY camera, Cam 3, shoots the lip area with a slight 
difference in location to Cam 2. Recording the video from both 
frontal and profile view enables face 3D modelling, as well as 
anterior and posterior lip movement identification while 
uttering different phonemes with the same visemes (the visual 
form of phoneme), as in /m/ and /p/. Before data recording, 
camers’ lens focus, white-balance and brightness were 
automatically calibrated. Prompts are shown on an LCD 
located close to the front camera. Two other monitors were 
used, to control the filming process. The first one monitors the 
video output from Cam 3 to the speaker to keep her face in 
frame by some easy eye movements. The other monitor is 
positioned in the control room. This one is used to control the 
video of the speaker and to correct the probable problems in the 
recording process. The location of the cameras and lights are 
shown in Fig. 3 and 4. 

Other than the XL2 cameras’ sound recording system, an 
AKG collar microphone is used to record the speaker sound. 
The microphone is placed under the scarf, heading outwards to 
minimize the noise made by clothes. The AKG output is 
plugged into a mixer, and from the mixer to both the SONY 
camera and the MOTU external sound card in the control room.  

Manner of 
articulatio

n

Place of 
articulatio

n
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   Cam 1

2.3m 

2.7m 

2m 

2.1m 

Cam 2 & 
Cam 3 

3m 3m 

1.48m 

2.7m 

Blue Curtain 

Figure 3. Recording equipment, vertical view 

Cam 2 

Cam 3  

Figure 4. Cam 2 & cam 3, horizontal veiw 

The MOTU output is then recorded using Adobe Audition 
software. The recorded sound is in WAVE, 16 bps and 48 KHz 
(mono). The video is captured in Digital Video (DV) format, 
25 Hz frame rate and 720x576 pixels of resolution. The entire 
data is stored on 40 4-GB DVDs covering all current and 
possible phoneme combination in Persian language. 

3) Prompts 
The spoken materials that the speaker had to utter are 

prepared in power point slides. Firstly, 20 common, frequent 
sentences [9] are pronounced, then all possible forms of cv, vc, 
cvc, vcv words and all existing forms of cvcc in the language 
are covered. The vowels are pronounced separately. In the end, 
each speaker reads an isolated digit sequence. Prompts are 
shown on an LCD next to the front camera and are 5500 slides, 
where both respondents had 11000 slides together. To avoid 
unwanted phonemic and visemic coarticulation and for the 
speaker not to get tired, each slide is passed in 5 seconds of 
interval. 

IV. CONCLUSION

In this paper we presented AVA, the first audio-visual data 
corpus in Persian language. Previously, there had been no 
conducted audio-visual researches in the area for Persian 
language. The objective was to build a data corpus with high 
quality recordings in which reusability is a major concern other 
than its usability. Usability is a factor that would be brought up 
by thorough initial analysis and completeness of corpus design. 
Reusability, as stated in the context, is a quality upon which the 
data corpus designed for certain applications, could later be 
extended and updated so that it would be considerably energy 
and cost-reducing. 

We recorded the data with 3 cameras filming from different 
aspects to enable 3D modelling. Pictures from the corpus are 
illustrated in Fig. 5, where visemes in different views from the  

(a)

(b) 

Figure 5. Pictures from the corpus 

three cameras. In this figure, (a) represents all three 
perspectives of speaker pronouncing /b n/; where (b) 
illustrates the speaker when uttering /mev/.

The data was captured in IRIBU studio with great care in 
lighting and noiselessness. A great concern was to develop the 
corpus so that it could be used by other researchers to conduct 
studies in the area. Removing the face from shadows by 
devising several projectors, minimizing the noise and covering 
all possible utterances in the language were considered to 
accomplish this objective. The data corpus is available upon 
request. 

V. FUTURE WORK

As depicted, AVA is designed and developed such that it 
would better satisfy the requirements of the initial targeted 
applications. This made us cover the entire possible phoneme 
combinations in the language. Here, for each speaker 5500 
utterances had to be pronounced taking 15 hours for two 
speakers, uttering 11000 utterances. This was a boring task for 
the speaker; however, it was done to meet the requirements of 
the stated applications. For further development of AVA, the 
decision is to increase the number of respondents to more 
speakers and to decrease the time interval taken for each 
speaker, enabling recording more respondents in that it makes 
the data corpus more robust for more of today’s state-of-the-art 
technologies and other applications as in AV automatic speech 
recognition (AVSR) and lip synchronization [35] in Persian 
language. 
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