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Abstract—This paper proposes to solve the generalized job-
shop scheduling problem by using several original static and 
dynamic heuristics relying on the machines’ potential load. We 
consider a generalized job-shop problem with unrelated parallel 
machines which can process the operations of the different jobs 
and, moreover, any precedence constraints between the 
operations are allowed. The objective is to minimize the 
completion date of all the jobs (makespan). This problem is NP-
hard. Experimental results using various important randomly 
generated benchmarks are satisfactory and promising.  

Keywords—scheduling, generalized job-shop, unrelated 
parallel machines, linear and non-linear process routing, 
static/dynamic heuristics.

I. INTRODUCTION

The interest of industry needs effective and fast solving 
methods for the resolution of scheduling problems. Many of 
these latter are referred as NP-hard [12]. For NP-hard 
problems, exact search methods which ensure optimality have 
an exponential time and are not suitable for industrial-size 
problems [26]. Therefore, a great number of researchers 
adopted approximation methods, which can not generally 
ensure optimality, but provide good solutions in a reasonable 
time. 

These approximate methods could be classified in several 
large families as: 

• construction methods [2], decomposition methods [24], 
neighbourhood methods such as simulated annealing 
[1], tabu search methods [14, 29]; 

• methods issued from the artificial intelligence like 
SMA approach [9]; 

• methods inspired from biologic phenomena: genetic 
algorithms [15, 13], neuronal networks [17], ant colony 
systems [4, 27] and artificial immune systems [21]. 

In this paper, we are interested in the job-shop factory 
scheduling problems with several unrelated parallel machines 
see for example [18, 7] and precedence constraints between the 
operations of a job. This problem is NP-hard since a simpler 
problem with two identical machines and with a job restricted 
to one operation has been shown NP-hard [28]. We propose 
different new heuristics. Our paper is divided into four sections, 

the second section describes the problem, the third one presents 
the heuristics used in order to solve the considered problem, 
and finally, the fourth section reports the experimental results. 

II. PROBLEM DESCRIPTION

We consider a very general and realistic job-shop problem, 
since it is the one commonly found in the factories of small 
series. We are therefore interested in a factory which is 
composed by m machines. These machines have to 
manufacture n parts. Each part j consists of a sequence of K
operations O1,j, ..., Ok,j. One or several machines can process an 
operation Oi,j with different processing times; there exist a set 
of M machines (not necessarily identical) associated to each 
operation Oi,j. The considered operation has to be processed on 
only one machine r in M during pi,j,r time units without 
preemption. We consider on the one hand, the simple case of a 
linear process routing (case of the classical job-shop, each job j
has to be processed in order of increasing indices, i.e. Oi+1,j can 
start only if Oi,j has already been completed, see for example 
[6]), and, on the other hand, the more generalized cases which 
deal with whatever precedence graph, without circuit and not 
necessarily related between the job operations. However, as it 
is about the same physical part, we don't accept an overlap 
between the executions of two operations of the same part. The 
problem is static: it means that all jobs to treat are known and 
can start at the date zero. The goal of scheduling is to minimize 
the total elapsed time between the beginning of the first 
operation and the completion of the last operation (the 
makespan denoted by Cmax).

Using the well-known α/β/γ notation of [16] and which was 
revised by [20] (see also [3]), where the parameter α describes 
the machines’ environment, the second field β represents the 
jobs’ features, and the third field γ specifies the optimisation 
criteria. So, we formulate the considered problem as 
J(R)/prec/Cmax.

III. THE PROPOSED APPROACH

Heuristics have taken an important position in the research 
of solutions in the combinatory problems [5, 10, 19, 25], and 
the most spread software programs are based on heuristics. A 
good heuristic must be, in a general manner, simple, easy to 
implement and must propose a good result, so that we could 
know if we are near the optimum and finally, produce an 
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acceptable solution in a reasonable time. Alternative 
description of a good heuristic can be found in the literature 
[8, 30]. For the job-shop problems, we find a great number of 
heuristics in for instance [2, 11, 22]. 

To solve the considered problem, we constructed a family 
of heuristics based on the progressive construction approach. 
Construction methods are iterative methods, which complete 
step by step a partial solution. Our different heuristics consist in 
taking a decision at each algorithm’s iteration (schedule 
generator) regarding on one hand, the machines’ affectation to 
the operations and on the other hand, the operations’ 
scheduling on the machines. 

A. Description of the schedule generator 
Our approach is based on the construction methods. We use 

the strategy operation by operation for the construction of a non 
delay schedule generator, i.e. we don't let a vacant machine if 
an operation is waiting to be executed by this machine and has 
not been definitely assigned to another machine. Our basic 
algorithm or schedule generator consists in filling the intervals 
of time (dynamically created) in parallel on all the machines. It 
seeks, at each instant t, the first available machine having a 
non-empty list of candidate operations (called candidate list). 
The candidate operations are issued from a selection among the 
operations of the jobs to be processed by the current machine, 
and are added to the candidate list. This latter is sorted 
according to defined priority rules. We kept essentially the 
rules: SPT (Shortest Processing Time) and SPT/RANDOM (we 
apply SPT but in conflict case, we make a random selection).
Each machine is successively examined (that we call the 
current machine). When there are no more available machines, 
the time counter progresses by one unit. Every selected 
operation to a placement should be assigned to a machine 
according to a heuristic and a specific technique of a scheduler 
generator. If there are no multiple choices for this operation, we 
place it in the planning’s current time interval of the current 
machine. We put the state of the machine to "occupied", the 
state of the operation to "placed" and we remove this operation 
from the candidate list of the considered machine (we have 
therefore in this case, an automatic placement). In the case of 
multiple choice machines, we denote several types of 
heuristically defined priority rules such as: static, dynamic or 
hybrid. Static rules assign to each machine a priority which 
could be determined before the process of scheduling and 
which remain unchangeable during this process. The dynamic 
rules determine the priorities of the machines during the 
process of scheduling, i.e. that they use an instantaneous 
knowledge of a system. In the case where several machines 
have the same priority, we could apply another rule (arbitrary 
choice, priority to the first available machine, etc), or apply 
what we call hybrid priority rules, for example a combination 
of static and dynamic ones. Several choice of priority rules 
were discussed in literature, we notice that the numerous 
simulations didn't allow to associate in an efficient manner 
"good rules" to given problems [23]. In our case, we use static 
heuristics (H1, H2) and dynamic ones (H3, H4, H5) that we 
have designed and developed. These heuristics are detailed in 
what follows. 

Example 1: To illustrate the heuristics algorithm, we 
consider the (3x8) following instance, which is a simplification 
for our general problem (not a precedence constraints and 
where a job is restricted to one operation). 8 jobs are to be 
scheduled on 3 non identical parallel machines with the 
processing times given in Table I.

TABLE I. PROCESSING TIME OF THE CONSIDERED EXAMPLE

 J1 J2 J3 J4 J5 J6 J7 J8
M1 6 3 10 12 11 14 8 6 
M2 10  15 6 6 11 14 7 
M3 11 9 14 14  10 10 9 

B. Static Heuristics 
These heuristics are called static because they don't take into 
account the machines’ loads during the construction of the 
scheduling. 

• The heuristic H1 affects the highest priority operation 
(the first operation from the candidate list) to the first 
available machine. 

• The heuristic H2 affects the highest priority operation 
to the fastest machine. 

Figure 1. Gantt chart for the instance of Example1 (application of H2) 

The heuristics H1 and H2 don't take into account the 
machines’ load. We kept them in order to serve as a 
comparison with the dynamic heuristics. 

C. Dynamic heuristics 
In this paper, we are particularly interested in the dynamic 

introduction and the dynamic modification of heuristics. This 
approach is opportunistic because it controls the evolution of 
the machines’ loads during the construction of the scheduling, 
and assigns in general the highest priority operation to the least 
loaded machine in the current state of the system. We notice 
that we don't make "backtracking", i.e. once we decide to 
assign an operation to a machine, this decision will be 
definitive even if we perceive later that the supposed least 
loaded machine is in fact the most loaded. The heuristics that 
we conceived are new and particular. They are either based on 
the maximal potential machines’ load, or using "probabilities" 
of the machines use. The main idea of the family of heuristics 
using "probabilities" is to assign operations to machines with a 
dynamically computed compromise between choosing the 
fastest machine and the least loaded one. As the machines’ load 
depends on the assignment, we use an iterative method. 
Considering that the load is known, we can compute 
“probabilities” for machine’s choice and afterwards we can 
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modify consequently, on the one hand, the machine’s loads in 
according to the “probabilities”, and on the other hand, 
“probabilities” for machine’s choice in according to the 
machine’s loads, until stability. These heuristics are detailed 
here after. 

We first reported the following notations: 

Ld:  machine’s load; 
LMi: list of the operations which can be processed by the 

machine Mi;
o’: operations not yet placed and not affected to another 

machine; 
Mi': machines which can process the operation o; 
rdop: remaining duration of the current operation; 
inda: attraction index; 
nbmceo:  number of machines which can execute operation o; 
El: expected load;

1) Heuristics based on the maximal potential load of the 
machines 

• The heuristic H3 assigns the highest priority operation 
to the least loaded machine. The machines’ load is 
dynamically computed during the solution’s 
construction. At the instant t(where we have to place an 
operation with multiple choices of machines), the 
potential load of each machine which can execute this 
operation, consists of the remaining duration of the 
operation in progress added to the sum of the duration 
of all operations candidate list not yet processed and 
not yet affected to another machine. In the case where 
the current machine is not the least loaded, the 
operation is definitely affected to the least loaded one. 

Computing the machines load depending on time is made as 
following: 

t = 0: Computation of the initial load for any machine Mi
according to the duration p(o, Mi) of any operation o (not yet 
scheduled) that it could accomplish:

∈

=
MiLo

MiopMild ),()0)((   

Any t: Computation (dynamically) of the load for any 
machine Mi starting from the instant t

∈

+=
MiLo

MioprdoptMild
'

),'())((

Figure 2. Gantt chart for the instance of Example1 (application of H3) 

2) Heuristics using "probabilities" 
These heuristics calculate dynamically (for the selection of a 
machine) the machines’ potential load during the construction 
of the scheduling. The potential load is used to select the 
machine to be assigned to the highest priority operation, by 
doing what we hope to be a "good" compromise between 
assigning the operation to the potentially least loaded machine 
and assigning the operation to one of the machines which 
execute it as quickly as possible. Otherwise, an operation o
which could be executed by several machines, Mo,1, Mo,2, …, 
Mo,r will have more chance of being placed on the machine Mi,
when the duration p(o,Mi) is small and when the machine Mi
is less loaded. The problem is that this reasoning is recursive, 
because the machines’ potential load depends on the manner in 
which we assign the operations to the machines. While an 
operation is not permanently affected to a machine, we will 
assume in the computation of the potential load that the 
operation’s duration is distributed between the machines 
which can process it. The proportion of the duration of each 
machine is computed so that it is accordingly bigger than the 
machine is potentially less loaded and that it executes more 
quickly the operation. This relationship can be interpreted like 
a "probability" because the machines’ potential load could be 
interpreted as an expectation value of load and takes some real 
values included between 0 and 1 of which the sum is equal to 
1. We can also think this relationship in terms of (what we 
call) "attraction index" because this value will also be used as 
a priority indicator in the heuristics. 

As the attraction index depends on the potential load of the 
machines and that this latter depends on the attraction index, 
the method used to calculate the attraction index could be seen 
like a method of stationary point using an iterative process of 
computation. The iterative algorithm’s idea that we have 
constructed at the basis of this method is the following: 

1. Initial attraction index  
2. Initial machines’ potential load (or expected load) 
3. Compute the attraction index at the instant t in according to 

the machines’ loads  
4. Compute the machines’ load at the instant t in according to 

the attraction index 
5. Repeat steps 3 and 4 until stability. 

The general scheme algorithm of the heuristics using 
“probabilities” 

a) Details of the algorithm 
The hereunder detailed algorithm starts with initials 

attraction index, which are identical for all associated multiple 
machines to an operation (equal probability to select any 
machine in order to process the considered operation) (step 1 of 
the algorithm). In function of these attraction indexes, we 
calculate the initial potential load (or exactly the expected load) 
of machines (step 2). Then, we calculate again on one hand, the 
new value of the attraction indexes, in according to the load 
(step 3); and on the other hand, the new load of machines in 
according to the attraction indexes (step 4). The algorithm stops 
when, from iteration to the following iteration, the variation of 
the attraction indexes becomes inferior to a given threshold. 
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Experiments we conducted show that in general, this algorithm 
converges very quickly (in less than 5 iterations). The 
computation of the attraction indexes is dynamically repeated 
as the construction of a scheduling each time that we want to 
place an operation with multiple choices of machines. 

1. Initial "attraction index" for any operation o not yet placed 
and for any machine Mi:

nbmceo
Mioinda 1)0)(,( =  

2. Initial "expected load" for any machine Mi in according to 
the attraction indexes: 

∈
=

MiLo
MiopMioindaMiEl

'
),'().,'()0)((

 
3. Compute at the instant t "the attraction index" for any 

operation o (with multiple choices of machines) not yet 
placed and for any machine Mi:

=

' ))('().',(
1

))(().,(
1

))(,(

Mi tMiElMiop

tMiElMioptMioinda

4. Compute the expected load starting from the instant t for 
any machine Mi according to the attraction indexes: 

∈

+=
MiLo

MioptMioindardoptMiEl
'

)'().)(,'())((

5. Repeat steps 3 and 4 until stability. 

Algorithm details of the heuristics using “probabilities” 

We have integrated these attraction indexes with two 
different manners in the construction of our heuristics. In a first 
family of heuristics, we use the attraction indexes as 
“probabilities” of assigning an operation to a machine 
(“heuristics choice of machines by drawing lots according to 
the attraction indexes”). In a second family of heuristics we 
use the attraction indexes as indicators of the machines priority 
in order to process the operations (“heuristics choice of 
machines on priority”). 

b) Choice of machines by drawing lots according to the 
attraction indexes 

• The heuristic H4 uses the attraction indexes as 
“probabilities”. The highest priority operation is 
attracted toward the most desirable machine which is 
obtained using a lottery technique on the attraction 
indexes: the probability for a machine to be drawing lot 
is proportional to its attraction index. The machines’ 
load and the attraction indexes are dynamically 
computed again at each time we want to place an 
operation with multiple choices of machines. As in this 
heuristic, we ask only at an instant t, if yes or no we 
affect the highest priority operation to the current 
machine, the used technique is simple. We generate a 

pseudo-random number included between 0 and 1. If it 
is smaller than the attraction index of the current 
machine, then we affect the operation to this machine. 
When the choice of the current machine is rejected, no 
definitive affectation of the highest priority operation is 
foreseen, we pass to the following operation in the 
candidate list. H4 permits to get random choices, it 
may be executed many times and so it provides 
different results. H4(nb) consists in using nb times the 
heuristic H4 and keeping the best result. So that its 
processing time may be compared to those other 
heuristics, it is necessary to use H4(1). 

c) Choice of machines on priority (priority to the 
biggest value of the attraction indexes) 

• The heuristic H5 is very close to the heuristic H4. 
However, instead of drawing lots, we use the attraction 
indexes as indicators of priority. The highest priority 
operation is affected to the machine having the biggest 
value of attraction index. In the case where the current 
machine is not the highest priority machine (therefore 
not selected), the operation is definitely affected to the 
selected machine, but will be placed only when it will 
be the highest priority operation on this machine, and 
when this latter will be the considered current machine.

All the considered heuristics results of the example 1 are 
reported in Table II. 

TABLE II. HEURISTICS RESULTS OF THE EXAMPLE 1

H1 H2 H3 H4(1) H4(5) H4(10) H5 
Cmax 27 33 27 24 22 22 25 

IV. EXPERIMENTAL RESULTS

We have implemented our algorithms in a C/Unix/Sparc10 
environment. In order to compare our different heuristics, we 
have tested them on large samples randomly generated 
benchmarks. We have randomly generated 360 examples of the 
considered problem and which have totally different process 
routings. The precedence graph of each job is chosen according 
to different linear and non-linear process routing. We have then 
generated 10 examples for each value of the parameters with: 

• 3 values for the number of machines m (5, 10 and 15); 

• 3 values for the number of jobs n (n = m, 2m and 3m),
with the number of operations NOP = n if n = m; else 
NOP = random: [3,9] for the models 1, 2 and 3 (see 
Figure 1), [4,9] for the model 5 and [5,9] for both of 
the models 4 and 6; 

• 2 values for the multiplicity of the machines (number 
of machines which can process an operation with 
multiple choices of machines) “weak: weak probability 
of having a big choice of multiple machines” and 
“strong: opposite case of the previous one”. we 
consider 2, 3 or 4 machines with respective probability 
1/3, 1/6, or 1/18 for the “weak” case; and probability 
1/2 for the “strong” one; 
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• 2 values for the diversity of the durations: small 
processing time [1, 5] and large one [1, 50]. 

We reported the following characteristics of experiments: 

m: machines’ number; 
n: jobs’ number; 
m x n:  problem of m machines and n jobs; 
H4(nb): (nb) number of executions of the stochastic heuristic 

H4;  
AC: average of the completion time (Cmax);  
% G: percentage of times where an heuristic (for the subset 

of retained heuristics), provides the best solution for 
the Cmax; 

ARD: the average relative deviation made if we only use the 
considered heuristic instead of using the best one. 

1) Comparison of the heuristics (H1, …, H5) 
The heuristic H4 has the particularity of having a stochastic 

behaviour and therefore not giving the same result if we 
execute it several times. Thus, we have done the comparisons 
with only one execution of H4, 5 executions of H4 (keeping the 
best found solution) and 10 executions of H4, the other 
heuristics being executed only once. 

The processing time is reasonable (of the order of few 
seconds). 

The obtained results are summarized in Table III, Table IV, 
and Table V. 

TABLE III. COMPARISON OF HEURISTICS (H1, H5) WITH 1 EXECUTION OF 
H4

H1 H2 H3 H4(1) H5 
AC 262.36 244.69 284.64 243.49 226.36
%G 6 16 5 13 65
ARD 0.199 0.125 0.292 0.125 0.029

TABLE IV. COMPARISON OF HEURISTICS (H1, H5) WITH 5 EXECUTIONS 
OF H4

H1 H2 H3 H4(5) H5 
AC 262.36 244.69 284.64 222.94 226.36 
%G 3 11 2 44 47
ARD 0.217 0.143 0.312 0.043 0.046 

TABLE V. COMPARISON OF HEURISTICS (H1, H5) WITH 10 EXECUTIONS 
OF H4

H1 H2 H3 H4(10) H5 
AC 262.36 244.69 284.64 217.85 226.36 
%G 3 10 1 56 40 
ARD 0.227 0.153 0.323 0.028 0.056 

We notice that with one and five execution(s) of H4, the 
heuristic H5 is the most efficient in percent of times where it is 
the best (65% and 47%). H5 is outperformed by H4 in average, 
only when we execute this latter five or ten times. It is 
necessary also to note that the heuristics H4(5) or H4(10) and 
H5 are much better than the static heuristics and are never very 
far from the best obtained results. 

2) Comparison of the heuristics (H4, H5) with the 
heuristics (H1, H2, H3) 

We compare the heuristics using the "probabilities" or the 
priorities (H4, H5) with the more simple heuristics taking into 
account or not the loads of machines (H1, H2, H3), in order to 
synthesize otherwise the previous results. We want in fact to 
know the contribution of H4 ∪ H5 compared to 
H1 ∪ H2 ∪ H3. In a general manner, the principle consists, on 
the one hand, to select the best solution of the heuristics (H1, 
H2 and H3), and on the other hand, the best one of the 
heuristics (H4 and H5). We call MH1 the heuristic which 
consists to apply the heuristics (H1, H2, H3) then to keep the 
best obtained result, and MH2(nb) the heuristic which consists 
to apply the heuristics H4(nb) and H5 then to keep the best 
obtained result. This is formulated as follows. 

For each individual (i):  

i
HHH

i CMH maxmin1
3,2,1

=

iHnbHi CnbMH maxmin)(2
5),(4

=

The results are carried in Table VI, Table VII and Table 
VIII. 

TABLE VI. COMPARISON OF (MH1, MH2) WITH 1 EXECUTION OF H4 

MH1 MH2 H4(1) 
AC 235.54 223.5
%G 26 78

ARD 0.080 0.016

TABLE VII. COMPARISON OF (MH1, MH2) WITH 5 EXECUTION OF H4 

MH1 MH2 H4(5) 
AC 235.54 217.29 
%G 17 87 

ARD 0.097 0.007 

TABLE VIII. COMPARISON OF (MH1, MH2) WITH 10 EXECUTION OF H4 

MH1 MH2 H4(10) 
AC 235.54 214.44
%G 14 91

ARD 0.106 0.004

We notice that using successively 10 times H4 and once H5 
rather than the simpler heuristics once each, allows to obtain 
the best solution in 91% of cases (87% and 78% in performing 
successively H4 5 times and once) and we make a relative 
deviation of 10.6% in using the simple methods (H1, H2 and 
H3) rather than the methods H4 and H5. 

V. CONCLUSION

The objective of this paper is the approximate resolution of 
the generalized job shop scheduling problem with unrelated 
parallel machines and with precedence constraints (where the 
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process routings of the jobs are any). We have developed new 
heuristics: static simple, and dynamic more complexes related 
to the machines’ loads. We assume on one hand that any 
operation not yet placed participate completely to the load of 
the capable machines. On the other hand, we try at best to take 
into account the potential load of the machines by using 
“probabilities” to affect an operation with multiple choices on 
the machine which is the fastest and the less loaded one. Our 
system allows to quickly test these different heuristics and to 
easily and dynamically switch (at the same time as the 
construction of the solution) from one heuristic to another 
without changing the basic schedule generator. The considered 
criterion is the minimization of the total duration of the 
scheduling. 

Experiments are conducted on a sample of 360 typical 
randomly generated examples of our considered problem. They 
show, on the one hand, that the dynamic heuristics are in 
average better than the static ones. On the other hand, the 
heuristic H5 using attraction indexes as priority indicators of 
the machines in order to process the operations (priority to the 
machine which has the biggest value of attraction index) is in 
average more efficient than the heuristic H4 (which have 
stochastic character) if this later is executed less than 5 times. 
The simultaneous utilization of H4(5) or H4(10) with H5 
dominates nearly always the other heuristics. The processing 
time of our heuristics (all executed only once) is reasonable 
(about a few seconds). 
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