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Abstract—This paper presents an automated system for grad-
ing pathological images of prostatic carcinoma based on a set of 
texture features extracted by multi-categories of methods includ-
ing multi-wavelets, Gabor-filters, GLCM, and fractal dimensions. 
We apply 5-fold cross-validation procedure to a set of 205 patho-
logical prostate images for training and testing. Experimental 
results show that the fractal dimension (FD) feature set can 
achieve 92.7% of CCR without feature selection and 94.1% of 
CCR with feature selection by using support vector machine clas-
sifier. If features of multi-categories are considered and opti-
mized, the CCR can be promoted to 95.6%. The CCR drops to 
92.7% if FD-based features are removed from the combined fea-
ture set. Such a result suggests that features of FD category have 
significant contributions and should be included for considera-
tion if features are selected from multi-categories.  

Keywords—Fractal dimension, Gleason grading, prostatic 
carcinoma, prostate image, SVM 

I. INTRODUCTION

Over the last few years, prostate carcinoma becomes the 
most common cancer in men. In the US, prostate cancer is the 
most frequently diagnosed cancer and ranks second among 
cancer deaths [1]. Biopsy of the prostate, usually stained by 
Hematoxylin and Eosin (H&E) technique, is a key step for 
confirming the diagnosis of malignancy and guiding treatment 
[2]. By viewing the microscopic images of biopsy specimens, 
pathologists can determine the histological grades. The Glea-
son grading system [3] is the most widespread method for his-
tological grading of prostate carcinoma.  

Although pathologists can determine the histological 
grades by viewing the microscopic images of biopsy speci-
mens, the process of human visual grading is time-consuming 
and very subjective due to inter- and intra-observer variations. 
Therefore, how to develop a more objective computer-aided 
technique for automatically and correctly grading prostatic 
carcinoma is the goal of this research study. 

A classic Gleason grading diagram containing the five ba-
sic tissue patterns associated with the five tumor grades is 
shown in Fig. 1. As reported in [4], the use of texture analysis 
for prostatic lesions is very essential to the identification of 
tissue composition in prostatic neoplasia. Figure 2 shows four 
pathological images of prostatic carcinoma from well differen-
tiated (grade 2) to very poorly differentiated (grade 5) in our  

Figure 1. The Gleason grading diagram.

image set. From Fig. 1 and Fig. 2, we can also see that the 
texture of prostate tissue plays an important role in Gleason 
grading for prostate cancer. 

There are several well-known techniques for texture analy-
sis such as extracting texture features from Gray-Level Co-
occurrence Matrix (GLCM), Gabor filters, and multiwavelet 
transforms. The concept of fractal dimension (FD) is applied 
in this paper for analyzing the texture of prostate tissue. In 
physical phenomena, the growth of cancer shows the features 
of fractal. The fractal theory can provide clinically useful in-
formation for discriminating pathological tissue from healthy 
tissue [5].  

The FD-based features can be extracted through differen-
tial box-counting (DBC) method [6] and entropy-based fractal 
dimension estimation (EBFDE) method to analyze pathologi-
cal images of prostatic carcinoma. We combine the FD-based 
features with those extracted from multiwavelets, Gabor fil-
ters, and GLCM to form a set of 144 texture features of multi-
categories for classification.  

To evaluate the effectiveness of classification results based 
on these features, we use k-fold cross-validation procedure [7] 
to a set of 205 pathological prostate images and tested against 
these samples using Support Vector Machine (SVM) classifier 
to estimate the correct classification rates (CCR). For selecting 
an optimal set of features, we apply the Sequential Floating 
Forward Selection (SFFS) feature selection method [8].  

Our system performs very well on classifying pathological 
prostate images in terms of CCR. Experimental results show 
that the fractal dimension (FD) feature set can achieve 92.7% 
of CCR without feature selection and 94.1% of CCR with fea-
ture selection by support vector machine classifier. If  
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(a)  (b)

(c)  (d)

Figure 2. The prostate images of different cancer grades. (a) Gleason grade 2.  
(b) Gleason grade 3. (c) Gleason grade 4. (d) Gleason grade 5. 

features of multi-categories are considered and optimized, the 
CCR can be promoted to 95.6%. The CCR drops to 92.7% if 
FD-based features are removed from the feature set. Such a 
result suggests that features of FD category have significant 
contributions and should be included for consideration if fea-
tures are selected from multi-categories. 

II. FEATURE EXTRACTION

In this section, we present various well-know texture fea-
ture sets derived from multiwavelets, Gabor filters, GLCM, 
and FD-based methods for classifying histological prostate 
images. 

Jafari-Khouzani et al. [4] proposed a method for grading 
the pathological images of prostate biopsy samples by using 
energy and entropy features calculated from multiwavelet 
coefficients of an image. Ten sets of multiwavelet features 
were captured from different multiwavelet methods. Among 
them, multiwavelet-SA4 method has the best performance. 
The details of defining multiwavelet-SA4 can be found in [9]. 
In multiwavelet method, a two-level multiwavelet transform of 
an image is performed to generate 28 subband images. Since 
two features, energy and entropy, are extracted from each sub-
band image for classification, there will be a total number of 
56 features in a feature set extracted from multiwavelet-SA4 
method. We call this type of features as the Multiwavelet-
category. 

In Gabor-filter method, a Gabor filter can be viewed as a 
sinusoidal plane of particular frequency and orientation mod-
ulated by a Gaussian envelope. It is a promising method for 
texture feature extraction in existing multi-channel filtering 
approaches [10], [11]. An image is filtered with a set of Gabor 
filters of different preferred orientations and spatial frequen-
cies to generate filtered images from which texture features 
can be extracted. In our experimental system, we implemented 
a bank of Gabor filters using five radial frequen-
cies 62/2 , 52/2 , 42/2 , 32/2 , 222 and four orientations 
0o, 45o, 900, and 135o . How to choose appropriate radial fre-
quencies for a bank of Gabor filters can be found in [10]. In 
our case, a set of 20 filtered images will be generated by Ga-
bor filters method. We extract three features energy, entropy,

and magnitude from each of the 20 filtered images. As a con-
sequence, three sets of features called Gabor-Energy, Gabor-
Entropy, and Gabor-Magnitude are formed with each one con-
taining 20 features. We can combine these three sets of fea-
tures to form a feature set of dimension 60 and call this type of 
features as the Gabor-category.  

In GLCM method, five statistical texture feature sets 
(energy, entropy, contrast, correlation, and homogeneity) are 
extracted from co-occurrence matrices based on a particular 
scalar distance and four orientations 0o, 45o, 900, and 135o. To 
determine an appropriate scalar distance for better capturing a 
specific feature, we estimate the CCR of that feature using ten 
distances (from 1 to 10 pixels) and choose the distance which 
generates the highest CCR. In our experiment, the best dis-
tance is 3 pixels to capture Energy feature, 4 pixels to capture 
Entropy and Contrast features, 1 pixel to capture Correlation 
feature, and 8 pixels to capture Homogeneity feature. Once we 
obtain the best distance which allows us to achieve the highest 
CCR for a specific feature, we can use that distance to gener-
ate four co-occurrence matrices with each matrix correspond-
ing to an orientation. Therefore, five feature sets are generated 
with each one containing four features. Like the Gabor-filter 
method, we combine the above five feature sets together to 
form a feature set of dimension 20 and call this type of fea-
tures as the GLCM-category. 

The concept of self-similarity can be used to estimate the 
fractal dimension as follows. Given a bounded set S in Eucli-
dean n-space, S is self-similar if it is the union of rN  distinct 
(non-overlapping) copies of itself scaled down by a ratio r.
The fractal dimension D of S is given by the relation 1 = NrrD

or calculated by the following equation [12]: 

)/1log(
)log(

r
ND r= .                                      (1) 

The fractal dimension texture features can be generated 
from a pathological image using differential box-counting 
(DBC) and entropy-based fractal dimension estimation 
(EBFDE) methods [13]. They can provide very useful informa-
tion for classifying pathological prostate images into four 
classes in Gleason grading system. In our system, fractal di-
mension is estimated according to different ranges of scales for 
capturing the various self-similarity properties in a prostatic 
carcinoma image.  

Before applying the DBC method, color pathological im-
ages of prostatic tissues are transformed to gray-level images 
by getting the R channel from the RGB color space for en-
hancing the contrast between malignant cells and background 
tissues. In the above pre-processing step, the malignant cells 
will become darker because they are stained as blue. Other 
pathological objects such as stroma and lumens are stained as 
red or do not get stained in H&E-stained pathological images.  

The DBC method is described as below. Consider an image 
of size M×M pixels that has been scaled down to a size ss× ,
where 2/1 Ms ≤< and s is an integer. Then, we can get the 
scale ratio ./ Msr =  Consider the image as a three-dimensional 
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space such that (x, y) represents a two-dimensional position and 
the third coordinate (z) represents the gray level of an image at 
position (x, y). The (x, y)-space is divided into grids of size 

ss × . Thus, there will be a column of boxes of size hss ×× on 
each grid, where sMhG // = and G is the total number of 
gray levels in an image. Let the maximum and minimum gray 
levels of an image in the ),( ji th grid fall in box number k and l,
respectively. The contribution of rN in the ),( ji th grid is ex-
pressed as 

1),( +−= lkjinr .                                (2)  

The contribution from all grids is 

=
ji

rr jinN
,

),( .                                (3) 

rN is counted for different scale ratio r. Then, the fractal 
dimension D can be estimated from the slope of line approx-
imated by least-squares linear fitting for log(Nr) versus 
log(1/r) in (1).  

The DBC method only captures the information about in-
tensity difference which is necessary but not sufficient enough 
to differentiate all patterns of different Gleason grades. The 
entropy-based fractal dimension estimation (EBFDE) method 
can further capture the information about randomness of pixels. 
The EBFDE method is described as follows. First, a 2-D image 
is partitioned into several grids of size ss × . Then, we compute 
the entropy for the ),( ji th grid using the following equation: 

−= −
=

1
0 2 )(log),( G

k kkr ppjie .                      (4) 

In this equation, index k is taken over all grayscales in the  
(i, j)th grid of an image, kP is the probability of gray-level k occur-
ring in the (i, j)th grid of an image, and G is the total number of 
gray levels. The contribution from the (i, j)th grid is er(i, j)2. So 
the total contribution from all grids is 

=
ji

rr jieE
,

2),( .                                 (5) 

Again, by applying (1), the fractal dimension D of an im-
age can be estimated using least-squares linear fitting for 
log(Er) versus log(1/r).

We assume that various self-similarity properties in a pros-
tatic carcinoma (PCa) image may be reflected in different indi-
vidual ranges of scales. Remember that the scaled down ratio is 
r=s/M, where s2 is the grid size and M2 is the image size. Since 
M=384 for prostate images, we choose s=2, 4, 8, 16, 32, 64, 
and 128 to include all feasible grid sizes, from 2×2 (the smal-
lest one) to 128×128 (one ninth of the whole image). There-
fore, the range of scales (r) is {1/192, 1/96, 1/48, 1/24, 1/12, 
1/6, 1/3}, which is subsequently divided into three sub-ranges: 
the sub-range of small scales {1/192, 1/96, 1/48}, the sub-range 

of medium scales {1/48, 1/24, 1/12}, and the sub-range of large 
scales {1/12, 1/6, 1/3}. Here, we allow a small portion of over-
lapping between two neighboring sub-ranges because there is 
no clear cut between two sub-ranges reflecting different self-
similarity properties. We choose three scales in each sub-range 
because this is the minimum requirement for using the tech-
nique of least square linear fit. Since we do not exclude the 
possibility that the same self-similarity property is reflected in 
all scales, we also use all of the seven scales to estimate the 
fractal dimension of an image. As a result, four fractal dimen-
sion texture features are obtained by DBC method and another 
four fractal dimension texture features are obtained by the 
EBFDE method. Then, we can combine these eight features to 
form a feature set denoted by fD+fE. We call this type of fea-
tures as the FD-category. Details of extracting FD-based fea-
tures from prostate images can be found in [13]. Finally, we 
combine the FD-based features with those extracted from mul-
tiwavelets, Gabor filters, and GLCM to form a set containing 
144 texture features of multi-categories for classification.  

III. CLASSIFICATION AND FEATURE SELECTION

Compared with traditional classification methods which 
minimize the empirical training error, the goal of Support Vec-
tor Machine (SVM) is to minimize the upper bound of the 
generalization error by finding the largest margin between the 
separating hyperplane and the data. The theory of non-linear 
SVM is briefly described as follows.  

Consider a training set of N samples in binary clas-
sification. Each sample is denoted by a tuple ),( ii yx ,
where T

idiii xxx ),...,,( 21=x corresponds to the feature vector for 
the ith sample ),...,2,1( Ni =  in d-dimensional space 
and }1,1{−∈iy denotes its two-class label.  

Any point x on the hyperplane must satisfy the decision 
boundary 0=+⋅ bxw , where parameter w is normal to the 
hyperplane. In practicality, a non-linear SVM is more widely 
used for the general case due to its non-linear mechanism that 
can effectively classify data which are non-separable by a li-
near SVM. A non-linear SVM can be formulated by the fol-
lowing optimization problem: 

+
=

N

i
ib

C
1

2

,, 2
1min ξ

ξ
w

w

Subject to Niby iiii ,...,2,1,0,1))(( =≥−≥+Φ⋅ ξξxw ,      (6) 

where notation ⋅ represents the norm of a vector. In the 
above objective function, a training data ix is mapped to a 
higher dimensional space by a kernel function Φ , and penalty 
C is a user-specified parameter.  

By minimizing (1/2) 2w , we can get the maximum mar-
gin between the separating hyperplane and the data. To reduce 
the number of training errors in linearly non-separable case, 
the penalty term =

N
i iC 1ξ consists of a number of positive-

valued slack variables iξ which can be used to construct a 
soft margin hyperplane. In this study, we use the one-against-
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one multi-class classification method based on LIBSVM [14], 
[15] with the RBF (Radial Basis Function) kernel in equation 
(7) by combining all pair-wise comparisons of binary SVM 
classifiers.  

),( jiK xx ),2/||||exp( 22 σγ ji xx −−= 0>γ .        (7) 

In addition, this study applies k-fold cross-validation me-
thod to estimate classification performance. In k-fold cross-
validation method, the entire sample set is randomly parti-
tioned into k disjoint subsets of equal size, where n is the total 
number of samples in the entire set. Then, k-1 subsets are used 
to train the classifier and the remaining subset is used to test 
for accuracy estimation. This process is repeated for all dis-
tinct choices of k subsets and the average of correct classifica-
tion rates is calculated.  

The correct classification rate (CCR) [16] is defined as

i

i
C

i
i N

ncPCCR =
=1

)( ,                         (8) 

where in is the number of samples correctly classified to the 
ith class by using SVM classifier, C is the total number of 
classes, iN is the total number of samples in the ith class, P(ci)
is the prior probability that an observed data falls in class ci.

In feature selection, we adopt the Sequential Floating For-
ward Selection (SFFS) method to choose optimal subsets of 
features. Feature selection (FS) is a problem of deciding an 
optimal subset of features based on some selecting algorithm. 
The SFFS feature selection method is very effective in select-
ing an optimal subset of features [8]. It performs a number of 
backward steps after applying each forward step as long as the 
resulting subsets are better than previous feature sets of the 
same size. There will be no backward step if the performance 
can not be improved. 

IV. EXPERIMENTAL RESULTS

The image acquisition process is described as follows. First, 
prostatic tissue was embedded in paraffin cubes after chemical 
processing and then cut into very thin sections with thickness 
of 3~5 m. These sections were placed on glass slides and 
stained with colored dyes using Hematoxylin-and-Eosin tech-
nique. The pathological images of prostatic cancer were ac-
quired by a set of equipments including a high-quality optical 
microscope, a high resolution CCD camera, and an image ac-
quisition computer system. All images were captured under 
the same illumination condition. There were 205 pathological 
images with resolution 384512× pixels captured by the above 
procedure. These images were analyzed by experienced pa-
thologists and classified into four classes in advance for later 
comparison. Since Grade-1 pattern is very rare, Grade-1 and 
Grade-2 are regarded as the same class. As a result, our image 
set was divided into four classes: 50 images in Class-1, 72 
images in Class-2, 31 images in Class-3, and 52 images in 
Class-4. 

Table I shows the classification results of multi-category 
feature sets using SVM classifier. In this table, the classifica-
tion results in terms of CCR of three feature sets are compared. 
Multi-category-1 denotes the set of 144 features whose extrac-
tion methods have been described in Section II. Multi-
category-2 is a set of 136 features formed by removing the 8 
FD-based features from Multi-category-1. The fD+fE feature 
set contains 8 FD-based features purely extracted from DBC 
and EBFDE methods [13]. Then, we use a 5-fold cross-
validation procedure to train and test the above three feature 
sets using SVM classifier. As we can see from Table I, the 
CCRs of Multi-category-1 and Multi-category-2 are both 
92.2% while the CCR of fD+fE is 92.7%. It seems that feature 
set fD+fE has the same discriminating capability as Multi-
category-1 and Multi-category-2 have. However, the dimen-
sion of fD+fE is only 8 while the dimensions of Multi-category-
1 and Multi-category-2 are 144 and 136, respectively. 

 When the Sequential Floating Forward Selection method 
is applied to optimize the above three feature sets, the dimen-
sion of optimized Multi-category-1 is reduced to 10, the di-
mension of optimized Multi-category-2 is reduced to 8, and 
the dimension of optimized fD+fE is reduced to 5. More specif-
ically, optimized Multi-category-1 contains 1 FD-based fea-
ture, 3 Gabor-entropy features, 3 Gabor-energy features, and 3 
Multiwavelet-SA4 features. Optimized Multi-category-2 con-
tains 2 Gabor-entropy features, 1 Gabor-magnitude feature, 
and 5 Multiwavelet-SA4 features. The optimized fD+fE feature 
set contains 3 FD-based features extracted by DBC method 
and another 2 FD-based features extracted by EBFDE method. 
Notice that the CCR of optimized fD+fE feature set is 94.1% 
which is pretty close to the performance of optimized Multi-
category-1 (95.6%) and outperforms the CCR of optimized 
Multi-category-2 (92.7%). This implies that the FD-based fea-
tures are important to classifying pathological prostate images. 
If texture features from multi-categories are considered, FD-
based features must be included. Otherwise, the classification 
performance will be degraded. The features from GLCM-
category seem negligible in our classification problem domain. 

V. CONCLUSION

This paper presents an automated system for grading pa-
thological images of prostatic carcinoma based on a set of tex-
ture features extracted from multi-categories of methods in-
cluding multi-wavelets, Gabor-filters, GLCM, and fractal di-
mension. Our system has very good performance on classify-
ing pathological prostate images in terms of correct classifica-
tion rate. Experimental results show that the FD-based feature 
set can provide very useful information for classifying patho-
logical prostate images. A CCR of 92.7% can be achieved by a 
set of 8 FD-based texture features without feature selection. 
The CCR can be promoted to 94.1% if an optimized set of 5 
FD-based features is used for classification. If multi-categories 
of features are considered and optimized, the CCR can be 
promoted to 95.6%. The CCR drops to 92.7% if FD-based 
features are not included in the feature set used for classifica-
tion. Thus, FD-based features play an important role in pros-
tate image classification. 
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TABLE I.                                                                                                            
COMPARISONS OF THREE FEATURE SETS IN TERMS OF CCR USING SVM 

CLASSIFIER EVALUATED 5-FOLD CROSS-VALIDATION PROCEDURE

Feature Sets 
Without                

feature selection
With 

feature selection 
# of Fea-

tures  CCR (%) # of Fea-
tures  CCR (%) 

Multi-category-1 144 92.2 10 95.6 
Multi-category-2 136 92.2 8 92.7 
fD + fE 8 92.7 5 94.1 
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