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Abstract—Manufacturing systems have become very complex, and the traditional hierarchical and centralized approaches are not adequate any more. Decentralized approaches are considered promising, but they are not yet sufficiently understood for widespread industrial application. In particular, agent-based control has not yet achieved its potential, so that more research is still required.

Therefore, we propose a new architecture of automation agents. Such an agent is composed of a hardware component and a software component, where the hardware component can be viewed as an embodiment of this software component in its manufacturing environment. An important part of the software component is a world model repository of the automation agent. As a special innovation, the world model is reflective in the sense, that it contains a symbolic representation of the automation agent and of its relations to its environment as well. The world model repository is made up of representations of situations and activities. In summary, we propose an automation agent architecture with a reflective world model for use in manufacturing systems.

Index Terms—Manufacturing Systems & Automation, Distributed Intelligent Systems, Agent Architecture, World Model

I. INTRODUCTION

A manufacturing system, which is made of subsystems that could be complex systems themselves, is a typical example of a complex environment. It is influenced by extremely turbulent conditions and characterized with a high number of system states. Such systems are becoming even larger and more complex, due to the current trends such as mass customization, lot size one production, company spanning supply chains, and supplier networks. The complexity is manifested not only in the systems themselves, but also in the processes, in the products to be manufactured, and in the company structures.

Traditional hierarchical and centralized approaches are not adequate for the control of such distributed systems and can fail due to insufficient capabilities to cope with the high degree of complexity and practical requirements for robustness and flexibility. The lack of flexibility and adaptability of such systems leads to deviations from the initial working plans. Such situations occur when certain resources become unavailable or additional resources are introduced into these systems. These deviations cause delays and non-operative conditions that increase costs. Poor robustness and resource utilization are also weaknesses of centralized systems because all control functionality is concentrated in a single point.

The application of decentralized control architectures, based on autonomous and co-operative entities (i.e., holons, agents, fractals or cells), is considered as a promising approach for handling the system complexity and dynamics [1]. Intelligent agents offer a convenient way of modeling processes that are distributed over space and time, making the control of the system decentralized [2]. This increases flexibility and enhances fault tolerance [3]. This approach replaces a centralized database and control computer with a network of agents, each endowed with a representation of its local environment and the ability and authority to respond locally to that environment. So, the ability to maintain an accurate internal representation of pertinent information about the environment in which it operates, is seen as a major challenge in autonomous systems to be solved in order to overcome the issues mentioned above.

We address this challenge in our paper and present an architecture that includes a world model repository. This repository is part of a software component that is assigned to a hardware component. The latter can be understood as an embodiment of this software component. Taken all this together, we create an automation agent.

The world model of an automation agent contains a symbolic representation of the manufacturing domain, more precisely in terms of situations and activities. For this representation, we make use of ontologies.

A key issue is the representation that an automation agent has about itself. It is clear that it will need to maintain certain attributes, e.g., about its physical position. Our approach is more ambitious in this respect, since we represent the automation agent itself in the same symbolic way as its environment. In addition, this symbolic representation contains the relationships of this automation agent with other entities in its environment. In this sense, its own word model contains a representation of its self. And in this sense, we call this world model reflective.

For explaining all this, we use the following running example. We choose a conveyor, which is a representative part of a manufacturing system. Its main function is to move the belt and transport the material on the belt forward. We assign
a software component to a conveyor and create a conveyor automation agent in this way. We also sketch how such an automation agent would act under failure conditions.

The remainder of this paper is organized in the following manner. First, we review the state of the art in terms of related work. Then we present our concept of an automation agent and its architecture. Based on that, we elaborate on its world model repository with a focus on reflection first, and finally describe its essential content.

II. STATE OF THE ART

Substantial research has been devoted to apply the agent paradigm in the manufacturing control domain. Bussmann and Schild presented the deployment of agent-based control for the management of a flexible transportation system [4]. Series of simulations showed that the agent-based control is extremely robust against disturbances of machines as well as failures of control units. The control system has been installed in the DaimlerChrysler plant in Stuttgart validating the simulation results in a real manufacturing environment. Matrana et al. reported the successful implementation of a multi-agent system (MAS) for the distributed control of a ship equipment with the aim to reduce the manning and to improve failure tolerance of US Navy shipboard systems [5]. The developed MAS architecture has been tested both in a simulation environment and on the Navy’s Reduced Scale Advanced Demonstrator model featuring 116 agents running in 22 Logix controllers. The applied architecture demonstrated system scalability, reconfiguration ability as well as a high failure tolerance level [6]. Vrba et al. successfully deployed the Manufacturing Agent Simulation Tool (MAST) on the manufacturing testbed at the Automation and Control Institute (ACIN), Vienna University of Technology [7]. The MAST system is used to control the physical palette transfer system and its functionality was tested in diverse failure scenarios (e.g., conveyor failure). The presented agent control system verified its ability to effectively handle disturbances in the real manufacturing environment.

Nevertheless, although confirmed as a promising approach and successfully deployed in a number of different applications, the wide adoption of agent-based concepts by the industry is still missing. Interestingly, relevant theoretical work on agent architecture [8], multi-agent system coordination [9], as well as methodologies for designing multi-agent systems [10], is rarely considered in implemented prototypes. Besides, currently used agent platforms do not always fulfill the requirements of practical automation applications concerning the real-time constrains and resource capabilities [11].

Lack of awareness of the potentials of agent technology [12], missing trust in the idea of delegating tasks to autonomous agents [13] and a “pioneer” risk that accompanies every new technology [14] are recognized as the main reasons for the lack of real industrial applications. Besides, there are serious concerns regarding the stability, scalability and survivability, especially in unpredictable environments of attacks and system failures [15]. In particular, the architectural design of both individual agents and multi-agent systems is critical to cope with the increasing size and complexity of these systems. Relevant solutions should give a better understanding of the agents’ behavior, as well as how they obtain and represent knowledge about the world [16].

The integration of the agent-based system with real-time information and the IEC 61499 function blocks technology is seen as a promising approach to improve its efficiency and effectiveness [17]. Besides, transformation of received and perceived raw data into knowledge and effective reasoning on this data is considered as an important issue to be investigated [18]. Moreover, the development of tools, techniques and methodologies that could ensure easier and more abstract ways of agent system development, modification and management could lead to a higher rate of acceptance as well as better understanding of the agent technologies.

III. AUTOMATION AGENT

We now present more precisely the architecture of an automation agent. While Sünder et al. [19] defined the notion of automation component as the basic unit of a hierarchical control system, we go one step further and define the notion of automation agent as the basic unit for a distributed intelligent control system. In such a system, control is decentralized: automation agents should be capable of directly coordinating themselves in order to accomplish complex tasks. In addition, each automation agent should provide a certain level of adaptation and fault-tolerance at its own level.

Fig. 1 shows a UML\(^1\) representation of the composition of an automation agent. An automation agent is composed of a physical component and a software component. The physical component can be viewed as the embodiment of the automation agent. In a manufacturing system, it is typically a mechatronic

\(^1\)At the time of this writing, the specification of UML is available at http://www.omg.org.
component consisting of both physical hardware and interface to the software part. The software component serves as an “artificial intelligence” of the physical component. It controls the physical component and is supposed to guide it to achieve the goals of the automation agent.

The software part can be further decomposed to distinguish between low-level control (LLC) and high-level control (HLC) [20]. More precisely, the LLC and HLC are organized in a layered architecture, where HLC is on top of the LLC. The HLC and LLC layers communicate over a defined interface, as shown in [21]. The LLC layer is responsible for directly controlling the physical component, using a limited set of reactive behaviors. The HLC layer is responsible for the control of the global behavior of the agent, in order to ensure both the achievement of its own goals and the coordination with other automation agents of the system. A fundamental distinction between the layers is the ability of the LLC behaviors to execute in real-time, while the HLC behaviors may require longer computations without timing guarantees, interactions with other agents or even interactions with human operators. This architecture belongs to the class of layered, hybrid architectures [8], [22].

Finally, we introduce a decomposition of the HLC to distinguish between the world model repository and a decision-making component. The world model repository contains a symbolic representation of the world of the agent (both situation and activities). It is also equipped with mechanisms for detecting states the agent should be aware of. The decision-making component is in charge of reasoning about these states and deciding what to do (e.g., communicate with other agents, request an action from the LLC).

This architecture is applied to the automation agent that we use as a running example. Its physical component is a conveyor, i.e., a mechatronic component composed of a conveyor belt, a motor, a power relay and inductive sensors for sensing the presence of pallets. Its software component is then involved in controlling the speed of the conveyor, monitoring its load and diagnosing failures. Within the software component, the LLC is responsible for monitoring when pallets enter and leave the conveyor, using the inductive sensors. It is also capable of detecting failures of the motor, which prevent the normal operation of the conveyor. Based on the information provided by the LLC, the HLC is capable of more complex control. For instance, its world model repository contains knowledge about pallets entering and leaving the conveyor, and it can detect an anomaly when a pallet entered the conveyor but did not leave it at the expected time, although no motor failure was detected. When such an anomaly appears, its decision-making component interacts with other agents to warn them about the problem, and possibly to solve it (e.g., another agent may have detected the missing pallet, which could indicate a sensor failure).

IV. WORLD MODEL REPOSITORY

We now focus on the world model repository, which plays a central role in our architecture. Especially, we first highlight how this world model repository is built using a certain kind of reflection, based on the symbolic representation of the automation agent itself. We then detail the content of the world model, and how it is used in our running example.

A. Reflection

Especially when an agent is an integral part of its environment, we argue in favor of integrating all the information that the software has represented of the agent itself and of its relations to other objects into its model of the domain, resulting in a reflective world model.

Fig. 2 illustrates this idea. Its right part contains a photograph of a test-bed of a manufacturing and transport facility, including several physical components. The top part shows a schematic view of a model of this facility. The key point is that this symbolic model includes a representation of this very component that contains this model (shown with the full line). That is why we call it a reflective model. Such a reflective model makes the software architecture reflective in a certain sense. We focus on relations of the
agent to other agents in the domain, attributes and operations through which it can have influence on its environment. So, this is an external view of the agent as represented within this architecture. Note that this external view is in contrast to the widely published view of reflection where software has representations of its internal construction.

Fig. 3 shows the reflection in terms of object instances. The boxes at the fringe represent the environment. This environment contains instances of several types of automation agents: \textit{r1:RobotAgent}, \textit{i2:IntersectionAgent}, etc. Some of these instances contain relations to each other (dashed lines), e.g., relation \textit{isLocated} between the \textit{PalletAgent} \textit{p1} and the \textit{ConveyorAgent} \textit{cb4}. Agent \textit{cb4} of the type \textit{ConveyorAgent} is thus part of this environment and shown in the middle of the figure. The figure is (partly) also a white-box view of this very agent (instance), since it shows also the world model inside its component named \textit{WorldModelRepository}, which would ideally be the same model as the one that we see here of the environment. Most importantly, this world model inside the software of \textit{cb4} contains a representation of \textit{cb4} itself. This figure, however, may suggest that there is infinite regress. This can be easily avoided when the box of itself in its world model is viewed and handled as a representation of a kind of \textit{self}, which is treated as a black box and not zoomed in further.

Based on the generic world representation, an agent will create its own world model through the instantiation of these generic concepts. The information needed for that will be retrieved through sensors and communication with other agents. It is important to note that the agent is aware of the \textit{self} within this model and, therefore, has a “clean” representation of its own relations to other entities in the environment. It will also “fill” its own current properties in this reflective world model. The reflective agent will also have a representation of its own abilities in terms of activities which it can perform.

\subsection*{B. Content of the World Model}

We now give more details about the content of such a reflective world model, and we show how it is used in our running example. Fig. 4 depicts the internal structure of the world model. It consists of two parts:

- The \textit{situation model} contains knowledge about the agent situation. The situation of an agent consists both of its own characteristics (e.g., the length of the conveyor) and its relations to other entities in the world (e.g., the intersection from which pallets enter the conveyor). The situation model does not only contain a representation of facts describing the situation, but also the ontologies to which the representation of facts conforms. Ontologies
express more generic knowledge about how the world is represented, while facts express knowledge about the current state of the world.

- The activity model contains knowledge about activities of the agent. It expresses both knowledge about observations (i.e., instances of activities that take place and are observed by the agent) and more abstract knowledge about possible activities. The latter does not refer to instances of activities, but rather to categories or sets of activities. Within this more abstract knowledge, we further distinguish between definitions (i.e., knowledge which defines the activities the agent can be involved in) and expectations (i.e., knowledge about the activities the agent effectively expects to be involved in).

These two models offer a complementary view of the world of the agent. Especially, the situation model offers a rather static, but more intuitive, view of the entities present in the world and how they are related to the agent itself. The activity model expresses more precise knowledge, especially involving time and agent roles in the activities, as well as dependencies between activities and generalization/specialization relationships between activities. The separation between these two models facilitates the definition of the agent knowledge, as the content of the situation model is based on ontologies which can be easily understood by domain experts. The content of the activity model can be automatically generated from the situation model based on an ontology and rules. Moreover, the representation of self is present in both models and serves as a pivot for managing interaction between them.

In the context of our running example, we now detail how an automation agent equipped with a reflective world model is able to detect an anomaly when a pallet failed to leave the conveyor as expected. To illustrate this example, we consider a scenario involving several steps of operation of the automation agent. Fig. 3 already gives an illustration of the content of the situation model resulting from this scenario. To further illustrate this example, and especially the role of the activity model, we now detail the successive steps of the scenario:

1) First of all, the automation agent is assigned a name, for instance cb4. When the software starts up, an explicit association between this name and self is created in the situation model. In Fig. 3, this representation of self corresponds to the black box in the middle, without any content yet. From now on, the agent will be able to detect that any mention of cb4 refers to itself.

2) After startup, the automation agent attempts at getting information about its own configuration. In our case, it is provided with the information that cb4 (i.e., itself) is a “ConveyorAgent”, whose length is 10 meters and speed is 2 meters/second. The corresponding symbolic knowledge is added to the situation model. In Fig. 3, this corresponds to the content of the black box representing the agent itself.

3) From the knowledge that is now present in the situation model, it is possible to deduce some definitions of activities. In particular, because it is a “ConveyorAgent”, cb4 is capable of transporting pallets. This is represented by adding the definition of a category of activities called “TransportPallet”. Because of the length and speed, any instance of this category must have a duration of 5 seconds.

4) As part of the configuration of the system, the automation agent also receives information from other agents. Here, cb4 is informed that an agent named i1 serves as its input node and an agent called i2 serves as its output node. The corresponding symbolic knowledge is added to the situation model. This is illustrated in Fig. 3 by the relations inNode and outNode between the representation of the agent cb4 itself and the representations of the agents i1 and i2 (respectively).

5) From this new knowledge in the situation model, the definitions contained in the activity model are refined. A new category of activities called “TransportPalletBetweenI1andI2” is introduced as a specialization of the previous category “TransportPallet”. Additionally, the agent should be aware that, when a “TransportPalletBetweenI1andI2” activity is performed, two sub-activities should also be performed: detecting that a pallet comes from i1 and detecting that a pallet leaves to i2. This leads to the introduction of two corresponding categories of activities called “DetectPalletFromI1” and “DetectPalletToI2”. These two categories are related to the “TransportPalletBetweenI1andI2”, as “DetectPalletFromI1” should be performed at the beginning of “TransportPalletBetweenI1andI2” and “DetectPalletToI2” should be performed at the end of “TransportPalletBetweenI1andI2”.

6) During the operation of the system, the detection that a particular pallet p1 leaves the input node i1 at a particular time \( t = 15 \) leads to two modifications of the world model. First, the situation model is updated to indicate that p1 is now located at cb4. This is illustrated in Fig. 3 by a relation isLocatedAt between the representation of the agent cb4 itself and the representation of p1. Second, the activity model is updated to represent the observation of an activity of type “DetectPalletFromI1”, which started at time 15.

7) After the addition of the new observation, the activity model is further updated to represent the expectations that derive from this observation. First, the observation...
of an activity “DetectPalletFromI1” at time 15 leads to adding the expectation for an activity “Transport-PalletBetweenI1andI2” starting at time 15 and ending at time 20 (because its duration should be 5). Second, the addition of this expectation leads to adding another expectation for an activity “DetectPalletToI2” at time 20.

8) If we now consider the case that the pallet p1 got stuck on the conveyor (which is not possible to detect directly using a sensor), the expectation for an activity “DetectPalletToI2” at time 20 is not confirmed by a corresponding observation. In such a case, an inconsistency is detected between the reflective world model and the observations of the world, indicating a possible anomaly.

V. CONCLUSION

In this paper, we propose the novel concept of an automation agent together with its innovative architecture. Such an automation agent is composed of a hardware component and a software component assigned to it. The interesting part of this software component is its high-level control, which is especially designed for the reflective world model. The implementation of this concept is already under way at the time of this writing. We have a laboratory of manufacturing systems in place, where this new automation agent will be integrated and tested. We also plan to make thorough experiments especially designed for the reflective world model.
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