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Abstract— Building a delivery route optimization system that 
improves the delivery efficiency in real time requires to solve 
several tens to hundreds cities Traveling Salesman Problems 
(TSP) within interactive response time, with expert-level 
accuracy (less than 3% of errors). To meet these requirements, a 
multi-inner-world Genetic Algorithm (Miw-GA) method is 
developed. This method combines several types of GA’s inner 
worlds. Each world of this method uses a different type of 
heuristics such as a 2-opt type mutation world and a block 
(Nearest Insertion) type mutation world. Comparison based on 
the results of 1000 times experiments proved the method is 
superior to others. 
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I. INTRODUCTION

Due to the complicated road network, the efficiency of 
product distribution remains on a lower level in Japan 
compared to that of the USA, which disadvantages the 
productivity of Japanese industries. This inefficiency also 
causes social problems and economical losses. Namely, we are 
facing the necessity of urgently reducing the volume of car 
exhaust gases to meet environmental requirement as well as 
curtailing transport expenses in Japan.  

There are many distribution systems that should be 
optimized, including the delivery of parcels, letters and 
products supply/distribution across multiple enterprises. In 
order to improve the efficiency of these distributions, it is 
necessary to optimize the delivery routes, or the delivery order 
of multiple delivery locations (addresses). One round delivery 
comprises more than several tens or hundreds of different 
locations. Thus, the optimization of a delivery route can be 
modeled as such a large-scale of Traveling Salesman Problem 
(TSP). However, TSP is a combinatorial problem that causes 
computational explosion due to n! order of combinations for n-
city TSP. Therefore, to practically obtain the efficient delivery 
route of such a distribution system, a near optimal solving 
method of TSP is indispensable. Yet, the practical use of such a 
solving method on an actual site needs human confirmation 
(which is difficult to formulate) of the solution, since social and 
human conditions are involved. Namely, human users should 
check to understand that the solution is practical. Users 
sometimes should correct manually or select the alternative 
solution.  

Therefore, the TSP solving methods are required to ensure 
the response time necessary for the above human interaction. 

By the way, solutions generated by domain experts may 
have 2~3% of deviation from the mathematical optimal 
solution, but they never generate worse solutions which may 
cause practical problems. On the other hand, conventional 
approximate TSP solving methods [1] [2] may generate even 
mathematically optimal solutions in some cases but cannot 
ensure the amount of errors below 2~3%. Such errors possibly 
discourage user, which makes those conventional methods not 
practically useful, especially for the above-mentioned 
applications. 

Thus, we have already proposed several types of genetic 
algorithm (GA) using simple heuristics to interactively 
optimize TSP. These GA had good performance at a certain 
problem pattern, but has tendency to fall into local minimum 
solution at another pattern. To cope with, we found that block 
type GA using nearest insertion (NI) can compensate 2-opt 
type GA. Thus, through cascading these two types of GA, we 
proposed a Multi-outer-world Genetic Algorithum (Mow-GA). 
However, this has limitation to increase efficiency or 
optimality [3].  

This paper proposes a Multi-inner-world Genetic Algorithm 
(Miw-GA) using multiple heuristics in each generation of one 
GA. “inner” means this. This can efficiently solves the TSP 
with less dependency of such problem pattern. This method 
enables to guarantee the responsiveness by limiting the number 
of generations of GA and by integrating several kinds of  
genetic operators (initial generations, mutation, and crossover) 
each having selected heuristics and its parameters.  
Fundamentally, the proposed Miw-GA method combines two 
types of inner worlds, one of which uses a 2-opt type mutation 
and another uses a block (nearest insertion) type mutation.  

The paper is organized as follows: In the next (second) 
section, the delivery route optimization problem and its 
technical problems are described. In the third section, the 
method for solving the problem is proposed. Then, in the fourth 
section, experiments to validate its effect and its results are 
shown. In the fifth section, the effectiveness of the solving 
method will be proved based on the experiments, and in the 
sixth section, we will compare it with other methods. And in 
the last seventh section, the results will be concluded. 
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II. PROBLEMS IN DELIVERY ROUTE OPTIMIZATION

In this section, firstly, two kinds of actual distribution 
systems are depicted. And, the optimization problems of these 
distribution systems are formally and technically described. 

A. Delivery Route Optimization Problem 
In order to optimize the above-mentioned large-scale 

distribution network, we need to grasp the total cost of 
distribution under various conditions through repeating the 
simulation process. To globally evaluate these results, human 
judgment is indispensable and interactive response time is 
required.  

At the delivery route optimization problem for parcels and 
letters, a round delivery is carried out 1-3 times a day with a 
small vehicle such as a motorcycle or a small truck. Delivery 
zone that is covered by one vehicle is different according to the 
region. Delivery locations are comparatively overcrowded in 
the urban area, whereas scattered in the rural area. Therefore, 
the number of locations (addresses) for delivery differs - over 
several tens or hundreds - depending on the region and time 
zone. It is necessary to make and optimize a new delivery route 
for each round delivery since delivery locations change every 
day and every time. Though human or social factors should be 
considered, this is a problem to search the shortest path or route, 
modeled as a famous “Chinese Postman Problem” or 
“Traveling Salesman Problem (TSP)”. The computer support 
by near optimal solving method is quite useful to reduce the 
burden and loss time of workers as well as car exhaust gases in 
such distribution networks or parcels /letters delivery. 

B. Problem Specification 
The delivery route optimization problem of these 

distribution systems is formulated as follows:  

The delivery network is represented by weighted complete 
graph G=(V,E,w). V is node set. A node vi i=1,…,N
represents a location (address) for delivery. N is the number of 
nodes. E is edge set. A edge eij represents a route from vi to v .
w is edge weight set. A edge weight dij represents a distance 
from node vi to node v , dij = dji. The problem to find the 
minimal-length Hamilton path in such a graph G=(V,E,w) is 
called Traveling Salesman Problem (TSP).  

Thus, to improve the delivery efficiency of such 
distribution systems, it is required to obtain an approximate 
solution of a TSP within an interactive length of time (max. 
hundreds of milliseconds). Yet, expert-level accuracy (less than 
3% of the deviation from the optimal solution) is always 
necessary, since domain experts may have such errors in their 
solutions but never generate worse solutions which may cause 
practical problems. 

In the next section, an intelligent approximate method to 
solve above-mentioned problems is proposed. 

III. A MULTI-INNER-WORLD GENETIC ALGORITHM

As stated in the foregoing sections, the delivery routing 
problem in the above distribution systems can be formalized as 
a TSP. Especially a symmetrical (non-directed) Euclidean TSP 
[1], [2] is assumed in this paper. 

A. Concept of the Proposed Method 
In this paper, Multi-inner-world GA (Miw-GA) is proposed. 

In this method, one GA has several kinds of GA worlds. This 
guarantees both real-time responsiveness and accuracy for 
various kinds of delivery location patterns. At the initial phase 
of GA, groups of individuals (population) that become the 
candidates of the solution are generated. And, based on the 
population, new individuals (solution candidates) are generated 
by the mutation operator, and individuals are improved by the 
evaluation and the selection. With our GA, each individual 
(chromosome) represents the tour, namely the delivery route in 
TSP. Each gene of the chromosome represents the node 
number (identification number of the address for delivery). A 
chromosome is a sequence of nodes whose alignment 
represents a round order as shown in Fig.1. 

1) Multi-inner-world GA: It is difficult to find an effective 
search method that always guarantees expert-level optimality 
as well as the required real-time behavior for various 
distribution location patterns. Heuristics, that are effective to 
particular patterns, are not necessarily useful to other patterns. 
Yet, the application of excessively complicate algorithms or 
heuristics makes the responsiveness worse. Therefore, genetic 
operators that implemented several kinds of heuristics are used 
for improving solutions. 

In this paper, as for genetic operators, a 2-opt-type mutation 
and block (NI) type mutation are used. This 2-opt-type 
mutation quickly improves tours. Therefore, good solutions are 
usually expected to be obtained within a short length of time. 
However, it also takes risks of falling into a local minimum. 
Our experiments revealed that 2-opt-type mutation 
implemented GA (called 2-opt-type GA) computes some 
inefficient tours for certain delivery location patterns. On the 
other hand, as for block-type mutation, the optimization ability 
is high and the computational cost is also relatively high.  
Moreover, block-type mutation can efficiently solve problems 
that 2-opt-type mutation subject to fall into local minimum. In 
this way, Multi-inner-world GA (Miw-GA) could avoid local 
minima for various delivery location patterns by using several 
kinds of heuristics. 

B. Components of the Proposed Method 

GA operators are composed of initial individual generation, 
individual improvement (mutation, crossover), and individual 
selection. Generally, crossover operators are effective for large-
scale problems but it needs high calculation cost. In the 
proposed GA, crossover operators are not used because the 
objective is to obtain approximate solutions of tens to hundreds 
cities TSP within interactive response time.  

Fig. 1. Chromosome. 
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1) Method for generating initial individuals: In order to 
obtain a highly optimized solution by avoiding the convergence 
into a local minimum, the randomness of the initial individuals 
is important. However, the speed of convergence slows down, 
if totally random initial solutions are generated as is done by a 
random method. Thus, the other method called Radom NI 
method is devised as shown below. 

Random NI method puts nodes in a random order and 
inserts them into a tour, using a NI (Nearest Insertion) method 
in randomized order. 

A pseudo code of NI method that inserts a node xnew to sub-
tour{x1, x2, …, xn} is described as follows:  

begin 

Lbefore := length of sub-tour {x1, xnew, x2, …, xn};  

for (j = 2, 3, … , n) do  

remove node xnew from sub-tour; 

insert node xnew between xj and xj+1 of sub-tour; 

Lafter := length of sub-tour {x1,… , xj, xnew, xj+1 ,… , xn}; 

if (Lafter < Lbefore)

then Lbefore := Lafter; Insersion location i = j; 

insert node xnew between xi and xi+1 of sub-tour; 

end 

2) Method for mutation: Mutation of GAs often did not 
have much impact on the convergence of solutions without 
combining local search methods or without embedding 
problem-oriented knowledge. Thus, the following two mutation 
methods are proposed. 

a) 2-opt-type mutation: This method enables to improve 
the convergence speed by combining a 2-opt-like simple local 
search heuristic method with GA’s mutation operation. This 
consists of the following steps:  
(1) tourpar = {x1, x2, …, xn} is a parent tour and tourchi is a child 
tour. 
(2) Copy the contents of tourpar to tourchi.
(3) Select a node xi randomly from tourchi.
(4) Select another node xj randomly from tourchi except {xi,
xi+1}.
(5) Generate tourgen {x1,…, xi,xj, … , xi+1,xj+1,…, xn} by 
reversing sub-tour {xi+1, … , xj} of tourchi {x1,…, xi,xi+1, … , 
xj,xj+1,…, xn}
(6) If Lchi < Lgen (tour length is not improved), then it ends. 
Else copy the contents of tourgen to tourchi. Until such link 
exchanges are all checked, return to step (4) and repeat. Lgen is 
the length of tourgen. Lchi is the length of tourchi.

b) Block-type mutation: 2-opt-type mutation easily 
improves tours, and good solutions are expected to be obtained 
within a short length of time. However, it also takes risks of 
failing into a local minimum. To obtain a solution closer to the 
optimum, it is desirable to escape from a local minimum by 

destroying a block of a tour at a time. For this purpose, the 
following block-type mutation is proposed. This consists of 
the following steps:  

(1) tourpar = {x1, x2, …, xn} is a parent tour. tourchi is a child 
tour. 
(2) Select a node xi randomly from tourpar.
(3) Move the nodes, except {xi-r, … , xi+r} namely except xi
and its neighbor nodes of tourpar, to tourchi. The size of 
neighborhood r is specified as problem-oriented knowledge, 
for instance, a random number from 0 to B * (the distance to 
the node farthest from a depot). B is a constant number 
specified as problem-oriented knowledge.  
(4) Insert {xi-r, … , xi+r} into tourchi using the NI method. 
When all nodes have been inserted to tourchi, the mutation 
processing ends. 

3) Method for selection: In order to get highly optimized 
solutions and realize quick convergence in GAs, individuals are 
selected out of the population including both parents' and 
children's. And, 10% of individuals in a new generation are 
selected randomly from the above populations to give the 
chance of reproduction to even inferior individuals. 
Furthermore, to enhance the evolution efficiency, only one 
individual is selected when the same individuals are generated. 

C. Proposed Solving Method 
Through integrating above components, Multi-inner-world 

GA is proposed to ensure both real-time responsiveness and 
accuracy for various kinds of delivery location patterns.  

This method is shown in Fig.2. This method makes it 
possible to guarantee quick convergence of solutions through 
improving initial solutions due to the random NI method and 
through applying the block-type mutation and the 2-opt-type 
mutation. 

1) Multi-inner-world GA:  The proposed method is called 
“Multi-inner-world GA (Miw-GA)”. This has a 2-opt-type 
mutation world followed by a block type mutation world. Miw-
GA selects the one out of these two mutation worlds. As for its 
selection (scheduling), there are random (probabilistically 
changing opportunity) scheduling, round robin (equal 
opportunity) scheduling and so on. This raises the probability 
to have highly accurate solutions for various types of delivery 
location patterns within an interactive real-time context, 
because of the following reasons:  

Though the computation time of the block (NI) type 
mutation is O(n2), the computation time of the 2-opt-type 
mutation is much smaller than the former. Furthermore, the NI 
method checks just links among neighbors but all links among 
neighbors in the tour to be inserted. Meanwhile, though not all 
links, the 2-opt operation in the 2-opt-type mutation checks 
links between nodes that are not neighbors. Thus the 2-opt-type 
mutation but not being in the block type mutation can have the 
possibility to search other optimal solutions than the NI method, 
namely the block type mutation where only NI method is used 
effectively as heuristics. 
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Yet, to guarantee real-time responsiveness, the GA finishes 
their processing within the limited length of time due to the 
offline calculation result concerning the number of generations 
repeatable within the time limit. 

Generate initial individuals
by random NI method

block-type 
mutation

Evaluate Fitness Values of individuals

Start

End

Select individuals

No Yes

Terminated Generation ?

2opt-type 
mutation

select (inner) world
per individual

block-world ?
Yes

all individuals
processed ?

Fig. 2. Miw-GA 

IV. RELATED WORKS

As for the approximate solution technique, various 
techniques are proposed. Lin-Kernighan (LK) method is 
famous as the heuristics search technique for TSP. However, 
LK and its improving methods [4], [2] also take a long 
computation time though the optimality of obtained solutions is 
high and these methods are often incorporated with the meta-
heuristics search such as SA, TA and GA.  

Simulated Annealing (SA) and Tabu Search (TS) are 
known as the meta-heuristics search technique. Theoretically, 
SA [5] is said to be able to search very near-optimal solutions 
by decreasing the risk of falling into a local minimum. But 
practically, it is very difficult to adjust SA’s parameters such as 
cooling speed for coping with various location patterns. 
Furthermore, SA usually takes a long computation time to get 
above-mentioned theoretical near-optimal solutions.  

TS [6] usually needs a long computation time to get 
practically optimal solutions. Worse still, TS is said to be weak 
in maintaining solution diversity though it has strong capability 
for local search. However, TS is improved in these weaknesses 
by Kanazawa et al. [7].  

So-called random restart methods [8], which apply local 
search such as 2-opt for improving random initial solutions, can 
obtain near-optimal solutions. These include Greedy 
Randomized Adaptive Search Procedure (GRASP) [9] or the 
elaborated random restart method [10] that can guarantee 
responsiveness by limiting the number of repetitions. However, 

according to our experiments, even the above-mentioned 
elaborated random restart method needed about 100 
milliseconds to solve 40 cities TSP and to guarantee less than 
3% errors [10]. 

As for the Genetic Algorithms (GA) to efficiently solve 
TSP, various techniques are proposed. GA applied solving 
methods using the edges assembly crossover (EAX) [11] and 
the distance-preserving crossover (DPX) [12] could get highly 
optimized solutions in case of very-large-scale TSPs (with 
1000-10000 cities) [13], [14]. These crossover methods 
examine characteristics of parent’s tour edge to strictly inherit 
to children. However, since these crossover operations take 
long computation time for analyzing edges, using it for not-
very -large-scale TSP is often inefficient.  

In reference [13], two kinds of methods are compared in 
many cases. It shows that Cga-LK is advantageous to 300-
10000 cities TSP, but Random-LK is advantageous to 198 
cities TSP. Therefore, the solution that can efficiently solve 
TSP of 1000 cities or more can not necessarily efficiently solve 
TSP of about 100 cities. As to TSP of our intended scale (with 
10s to 100 cities), in reference [13], a TSP lin105 is solved with 
1.77% average error rate in 231seconds.  

Moreover, in reference [15], the performance comparison 
experiments were conducted using various crossover operators.  

A GA method with the same purpose as ours (aiming to 
obtain high quality approximate solution as fast as possible for 
10s - 100s cities TSPs) is proposed by Yan et al [16].  

In next section, Random-LK in reference [13] and the best 
crossover operator of experiments in reference [15] and TS by 
Kanazawa and GA by Yan are compared with proposed 
method. 

V. EXPERIMENT AND RESULTS

A. Experiment 
In this section, to compare the proposed method with other 

methods, the comparison experiment is done by solving the 
TSPLIB problem.  

Experiments were conducted under the following 
computation environment. Namely, CPU is AMD Athlon 64 
X2 3800+ 2GHz processor. It is almost the same performance 
as Athlon 64 3200+ 2GHz because of its execution on the 
single core mode with 1GB memory. The programs were 
written in C language, compiled by Microsoft Visual 
C++ .NET 2003 ver. 7.1.3091 with /O2 option (directing the 
execution speed preference), and executed on Windows XP 
Professional.  

Yet, since other solution methods to be compared are 
executed on machines with different performance specification, 
it is necessary to take the difference into account. Therefore, 
referring to the statistical results of tests using RC5-72 
benchmark [17] for measuring the arithmetic processing speed, 
we obtained the spec difference correction coefficient (SDCC). 
This can be obtained by dividing the resultant value of the 
benchmark test executed on our experimental environments, by 
the resultant value of the benchmark test on the experimental 
environment of other solution methods. Through multiplying 
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SDCC to the execution time of other solution methods, we 
calculated an assumed execution time on the same specification 
machine as ours.  

To compare the proposed methods with Random-LK in 
reference [13] and the best crossover operator of experiments 
in reference [15], the proposed methods are tested on lin105 
TSP in TSPLIB.  

To compare the proposed methods with GA by Yan and TS 
by Kanazawa, the proposed methods are tested on nine 
benchmark problems in TSPLIB whose number of cities ranges 
from 70 to 280. As to GA parameters, mutation rate is 40%, 
chosen probability of mutation type is block-type 60%, 2-opt-
type 40%. These parameters are settled based on pre-
experiment results. Each problem is solved 1000 times. Miw-
GA stops searching when the computing time exceeds average 
computing time of the method to be compared. 

B. Results 
Table 1 presents the SDCC of each method.  

Random-LK in reference [13] solved lin105 with 1.77% 
average error rates in 231seconds on 200-MHz PentiumPro PC 
running Linux 2.2.12. Since this SDCC is 0.048, the solving 
time on our experimental environment is 11.088 seconds.  

The best crossover operator of experiments in the reference 
[15] solved lin105 with 3.1% average error rate in 750 seconds 
on SUN SPARC Ultra-5 10 machine. Since this SDCC is 0.065, 
the solving time on our environment is 48.75 seconds.  

Meanwhile, our Miw-GA obtains the optimal solution 
within 1.11 seconds, and obtains a solution with average error 
rate 0.31% in 0.15 seconds. Miw-GA is far superior to the 
above two techniques in speed and in optimality for lin105.  

Table 2 presents the experimental results obtained by 
applying Miw-GA to the above nine benchmark problems and 
results corrected by using SDCC. The mark “-” on the Table 5 
indicates no data. The digits (e.g. 70) contained in the name

e.g. st70  of TSP indicate the number of cities.  

Results of GA by Yan are compared with those of Miw-GA. 
All the results excluding pr144 indicate Miw-GA can obtain 
the solution superior to GA by Yan. Results indicate Miw-GA 
can obtain solution accuracy superior to GA by Yan. 
Furthermore, the computation time is much less such as 10% 
for st70, 20% for eil76, 14% for kroA100, 2% computation 
time for a280. Specific results of problem a280 indicate Miw-
GA can obtain solutions whose average error rate is 0.722% 

which is lower than that of GA by Yan (7%) at the same 
computation time.  

Next, results of TS by Kanazawa and Miw-GA are 
compared. All the results indicate Miw-GA can obtain the 
solution superior to TS by Kanazawa. Results indicate Miw-
GA obtained superior accuracy solutions to TS by Kanazawa, 
while the computation time is 10% for the problem pr107, 93% 
for pr144, 8% for pr152, 3% for pr226.  

Overall results show that Miw-GA is much superior to GA 
by Yan and TS by Kanazawa in solving the above mentioned 
nine TSP benchmark problems whose number of cities ranges 
from 70 to 280.  

C. Analysis

Fig. 3 shows a learning curve of Miw-GA at kroA100. This 
results indicates the case of low block-type mutation rate (40%, 
60%) is superior to the case of high block-type mutation rate 
(90%) during early (1st-10th) generation. During middle (11th-
100th) generation, the case of high block-type mutation rate 
(90%) is best. However, at final (after 100th) generation, the 
case of middle block-type mutation rate (60%) is best. This 
tendency was observed in all problems except pr152.  Optimal 

Fig. 3. Learning curve of Miw-GA at kroA100 

TABLE II 
Results compared with related works on TSPLIB  

Name 
of  

TSP

Average error rate from optimal solution [ ]
( Average execution time [sec] )

GA by Yan TS by 
Kanazawa 

Miw-GA 
same time 

Miw-GA
same error

st70 0.312 
(0.348) - 0.168

(0.359) 
0.276 

(0.034)

eil76 1.184 
(0.602) - 0.769

(0.609) 
1.173 

(0.123)

kroA100 0.016 
(0.877) - 0.000

(0.890) 
0.014 

(0.123)

pr107 - 0.290 
(0.826)

0.008
(0.828) 

0.243 
(0.079)

pr144 0
(4.136)

0.019 
(4.685)

0
(4.390) 

0
(4.390)

pr152 - 0.120 
(7.558)

0.098
(7.765) 

0.120 
(0.636)

pr226 - 0.510 
(12.685)

0
(12.690) 

0.447 
(0.420)

a280 10.770 
(17.371) - 0.722

(17.381) 
7.244 

(0.290)
*  Under lined results are best of 3 methods. 

TABLE I 
Spec Difference Correction Coefficient (SDCC)  

 Spec  SDCC

Random-LK CPU PentiumPro 200-MHz, 
OS Linux 2.2.12. 

0.048

in reference (Cheng 
2002)

SUN SPARC Ultra-5 10 
machine 0.065

TS by Kanazawa CPU Pentium4 2.55GHz,
memory 1GB (DDR266) 

0.590

GA by Yan CPU Pentium4 2.4GHz,
memory 256MB

0.519
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mutation rate of block-type versus 2-opt-type was different 
depending on the problem. Generally, a good performance was 
observed when block-type mutation rate is around 60%-90%. 

Next, the effect of dynamically changing the mutation type 
selection method was experimentally analyzed. The experiment 
was done for two cases in the same condition as the above 
comparison experiment. In Case 1, one out of the above two 
mutation types was selected always at probability of 50%. In 
Case 2, mutation types were selected based on individual 
selection history. At first, block-type mutation was selected for 
all individuals. After that, the other mutation type than the one 
selected just before was selected.  

As a result, Case 2 obtained better results for 4 problems 
(st70, eil76, pr152, a280) in 8 questions (same as the above 
comparison experiment). Other cases showed almost the same 
performance. 

VI. CONCLUSION

In this paper, Multi-inner-world GA method for solving the 
TSP was proposed and evaluated. This is applicable to the 
optimization of various distribution systems such as the parcel 
and letter delivery as well as large-scale distribution networks 
that requires repetitive interactive simulations. This kind of 
application requires responsiveness as well as optimality, for 
example, solving a TSP with expert-level accuracy within tens 
or hundreds of milliseconds. 

Our experimental results showed that the proposed methods 
enable to solve TSPs with above-mentioned responsiveness and 
optimality. These results also showed that performance 
(computational cost, optimality) of the method is superior to 
other related works.  

Analysis results of the learning curve of Miw-GA clarified 
the effectiveness of the optimizing method through 
dynamically changing the block-type mutation rate and 2-opt-
type mutation rate depending on the generation. 

High performance in optimizing delivery routes was shown 
as the effect of integrating two heuristics (2-opt and block) into 
GA. The research related to other heuristics remains for the 
future. 
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