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Abstract—Shape Memory Alloy actuators can be used for morphing, or shape change, by controlling their temperature, which is effectively done by applying a voltage difference across their length. Control of these actuators requires determination of the relationship between voltage and strain so that an input-output map can be developed. To determine this policy and map the hysteretic region, a Reinforcement Learning algorithm called Sarsa was used. Proper use of Reinforcement Learning requires that the learning environment have the Markov Property. However, hysteresis spaces are commonly referenced as non-Markovian due to the fact that state history is needed to properly predict future states and rewards. This paper reveals that this formerly non-Markovian learning environment of Shape Memory Alloy hysteresis can become Markovian by means of increasing the dimensionality of the measured states. The paper compares learning attempts in both versions of the environment and will show that Reinforcement Learning is successful in the modified learning environment by learning a near-optimal policy for controlling the length of a Shape Memory Alloy wire. This is then validated by using the modified Reinforcement Learning agent to learn a near-optimal control policy in an experimental setting.
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I. INTRODUCTION

Advancement of aerospace structures has led to an era where researchers now look to nature for ideas that will increase performance in aerospace vehicles, particularly by advancing the research and development of bio- and nanotechnology [1]. Birds have the natural ability to move their wings to adjust to different configurations of optimal performance. The ability for an aircraft to change its shape during flight for the purpose of optimizing its performance under different flight conditions and maneuvers would be revolutionary to the aerospace industry. To achieve the ability to morph an aircraft, exploration in the materials field has led to the idea of using Shape Memory Alloys (SMAs) as actuators to drive the shape change of a wing. The idea of using active materials for nonlinear structural morphing is being explored in a variety of ways with different types of smart materials are used, and SMAs are one field that shows promise [2],[3],[4],[5],[6]. The field of SMA research has already begun branching into conceptualized morphing aircraft, with considerations to structure and aeroelasticity being considered [7],[8],[9]. There are many types of SMAs which have different compositions, but the most commonly used SMAs are either a composition of nickel and titanium or the combination of nickel, titanium, and copper.

SMAs have a unique ability known as the Shape Memory Effect [10],[11]. This material can be put under a stress that leads to a plastic deformation and then fully recover to its original shape after heating it to a high temperature. This would make SMAs useful for structures that undergo large deformations, such as morphing aircraft [12]. At room temperature, SMAs begin in a crystalline structure of martensite and undergo a phase change to austenite as the alloy is heated. This phase transformation realigns the molecules so that the alloy returns to its original austenitic shape. The original martensitic shape is re-obtained when the SMA is cooled back to a martensitic state, recovering the SMA from the strain that it had endured. This occurs because the phase transformation from martensite to austenite begins and ends at different temperatures than the reverse process, and the relationship is highly nonlinear, as shown in Fig. 1.

The hysteresis behavior of SMAs in temperature-strain space is most often characterized through the use of constitutive models that are based on material parameters or by models resulting from system identification [13]. This is a time and labor intensive process that requires external supervision and does not actively discover the hysteresis in real-time, both of which are considerations that are undesirable for online
learning of a control policy. Other methods that characterize this behavior are phenomenological models [14],[15],[16], micromechanical models [17],[18], and empirical models based on system identification [19],[20]. These models are quite accurate, but some only work for particular types of SMAs and most require complex computations. Many of them are also unable to be used in dynamic loading conditions, making them unusable in the case of morphing. A drawback to using any of these methods is that the minor hysteresis loops within an SMA that is not fully actuated are not characterized and must be determined within analytical models.

This research investigates a technique for determining input-output policies for controlling SMA wires. Since there is not a parametric model available to use for this policy, this research uses a machine learning algorithm known as Reinforcement Learning (RL) to discover the black-box control policy for an SMA wire [21]. RL is a form of machine learning that utilizes the interaction with multiple situations many times in order to discover the optimal path that must be taken to reach the pre-determined goal. By learning the behavior in real-time, both major and minor hysteresis loops can be experimentally determined through this method, while simultaneously learning the policy required for control.

The policy that is learned by RL and simultaneously used for learning consists of a discrete table of values representing those actions that have the highest probabilities of providing the maximum reward at each given current state. Since this research uses strain as the goal, and each goal strain is attainable from each current strain in a single action, the action that maximizes reward is the action that achieves the goal strain immediately. Since the resulting policy is a direct input-output map from current state and goal state to action, the environment being explored must be Markovian, meaning that it has the Markov Property. Hysteresis spaces are classic examples of non-Markovian environments, making it difficult to apply a RL approach.

In this paper, the hysteretic state-space will be expanded to include temperature as another dimension in order to obtain a Markovian learning environment. In Section IIA, the RL algorithm used in this research will be explained. Following this, Section IIB will provide a comparison between the two learning environments as well as an explanation for why the modified environment is Markovian. Section III provides simulation results including comparisons between attempted applications of RL in each of the two state-spaces. Finally, experimental verification of a learned policy will be demonstrated in Section IV, followed by conclusions in Section V.

II. REINFORCEMENT LEARNING

A. Sarsa

Reinforcement Learning is a process of learning through interaction in which a program uses previous knowledge of the results of its actions in each situation to make an informed decision when it later returns to the same situation. It is a method that has been used for many diverse situations ranging from board games to behavior-based robotics [22],[23],[24]. The purpose of the learning agent used in RL is to maximize the long-term cumulative reward, not just the immediate reward [22]. However, in this research there is only one dimension that yields any reward: strain. Since any goal strain is attainable within a certain error range based on knowledge of both current strain and current temperature, this implies that the agent maximizes rewards by minimizing the actions required to reach the goal strain, making the action associated with the maximum immediate reward also the action associated with the maximum cumulative reward. The agent uses the knowledge gained by reward maximization to update a control policy that is a function of the states and actions. This control policy is essentially a large matrix that is composed of every possible state for the rows, and every possible action for the columns. In this research, a third dimension is included in the control policy that is composed of every possible goal state.

The three most commonly used classes of RL algorithms are Dynamic Programming, Monte Carlo, and Temporal Difference [22]. The majority of Dynamic Programming methods require an environmental model, making the use of them impractical in problems with complex models. Monte Carlo only allows learning to occur at the end of each episode, causing problems that have long episodes to have a slow learning rate. Temporal Difference methods have the advantage of being able to learn at every time step without requiring the input of an environmental model. This research utilizes a method of Temporal Difference known as Sarsa. Sarsa is an on-policy form of Temporal Difference, meaning that at every time interval the control policy is evaluated and improved. An on-policy method is preferred here because the learning will occur in real-time, and the Q matrix needs to be updated in real-time as this learning progresses. Sarsa updates the control policy by using the current state, current action, future reward, future state, and future action to dictate the transition from one state/action pair to the next [22]. The action value function used to update this control policy is:

$$Q_q(s,a) \leftarrow Q_q(s,a) + \eta \left( r + \gamma Q_q(s',a') - Q_q(s,a) \right)$$  \hspace{1cm} (1)$$

In (1), $Q$ is the control policy, $s$ is the current state, $a$ is the current action, $s'$ is the future state, $a'$ is the future action, $r$ is the reward, $\eta$ is a repetition penalty, $\gamma$ is a future policy weight, and the subscript $q$ represents the time step. In this research, the control policy represented in (1) was modified to include the goal state as a third dimension in order to have one control policy that represents all goal states, rather than a different policy for each goal.

When approaching the point in the algorithm where the action must be determined from $Q$, the problem of which method would be best for choosing this action must be solved. The dilemma lies in the fact that the policy does not have any information about the system in the beginning, and must explore so that it can learn the system. The point of using RL
is to learn the system when no prior knowledge of the system is known by the algorithm, so it can not exploit previous knowledge in the beginning stages. However, in future episodes the policy will have more information about the system, and exploitation of knowledge becomes more favorable. The key to optimizing the convergence of the RL module upon the best control policy is to balance the use of exploration and exploitation.

The $\varepsilon$-Greedy method of choosing an action is used in this research, which means that for some percentage of the time that an action is chosen, the RL module will choose to randomly explore rather than choose the action that the action-value function declares is the best [25]. This is because the RL agent might not have already explored every possible option, and a better path may exist than the one that is presently thought to yield the greatest reward. A fully greedy method chooses only the optimal path without ever choosing to explore new paths, which corresponds to an $\varepsilon$-Greedy method where $\varepsilon = 0$.

To converge on the optimal control policy in the shortest amount of time, this research used an episodically changing $\varepsilon$-Greedy method by altering the exploration constant, $\varepsilon$, depending upon the current episode. $\varepsilon$ is a number between 0 and 1 that determines the percent chance that exploration will be used instead of exploitation. In the first episodes, little to no information has been learned by the policy, so a greater degree of exploration is required. Conversely, in future episodes less exploration is desired so that the RL module can exploit the knowledge of the system that it has learned.

To achieve an episodically changing $\varepsilon$-Greedy method, a simple algorithm was constructed that determines what value would be used for $\varepsilon$ at each individual episode. The values of $\varepsilon$ ranged from 70% in the first several episodes to 5% in the final episodes, and were chosen during simulation by experimenting with the values and episode numbers until the best convergence time was found. Even during later episodes, the algorithm still never exhibits a fully greedy method of choosing actions. A small chance of performing exploratory actions is still used because it allows the system to check for better paths in case the path it converged upon is not actually the most optimal choice. The episodes at which the values of $\varepsilon$ were modified and the corresponding values are as follows:

<table>
<thead>
<tr>
<th>Episode</th>
<th>1</th>
<th>30</th>
<th>60</th>
<th>80</th>
<th>100</th>
<th>140+</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon$</td>
<td>0.7</td>
<td>0.6</td>
<td>0.5</td>
<td>0.3</td>
<td>0.2</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Once the RL algorithm learns the optimal voltage required to achieve each goal strain from each initial strain, it can then be used to control the length of a SMA wire in real-time. The learned policy’s ability to control the SMA wire’s length can then be demonstrated and plotted for validation.

**B. The Markov Property**

For RL to be used to learn an input-output relationship, the environment needs to have the Markov property. In an environment with the Markov property, learning how to move from one state to another depends only on the current state, and not state history [22],[26]. In a general environment, the probability of achieving a specific goal and thereby obtaining a specific reward depends on the current and past states, actions, and rewards. This is demonstrated in (2) [22].

$$\Pr(s_{t+1} = s', r_{t+1} = r | s_t, a_t, s_{t-1}, a_{t-1}, \ldots, r_t, s_0, a_0)$$  \quad (2)

In an environment that has the Markov property, the probability distribution described by (2) can be simplified to only depend on the current state and action. The dynamics of the system can be fully described by only using the probability of achieving a certain state and obtaining the associated reward given the current state. The Markov property probability distribution is represented by (3) [22].

$$\Pr(s_{t+1} = s', r_{t+1} = r | s_t, a_t)$$  \quad (3)

Hysteresis is non-Markovian in nature because moving from one state to another requires knowing not only the current state but also the state history. In this research, this would imply that due to the hysteresis, both the current strain and past strains would be needed to know how to reach the goal strain. This is a problem when using RL because the control policy learned by RL is a function of only the current state, action, and goal. However, this problem was overcome by the specific formulation of this learning environment. Hysteresis is non-Markovian in the case of attempting to move from one strain in the hysteretic space to another, as shown in Fig. 3.

![Figure 2. Non-Markovian Travel in SMA Hysteresis](image)
and temperature. The goal in this research is to move from one specific point in temperature-strain space to any point along the goal strain line in one action, without any restrictions on goal temperature. This type of learning environment is represented in Fig. 3.

Figure 3. Markovian Travel in SMA Hysteresis

The learning environment described by Fig. 3 allows travel from any one point in the hysteresis space to anywhere along the horizontal goal line in the hysteresis space without knowing state history, indicating that it is Markovian. The only reason history of strain would be needed would be in the event that temperature was not measured, in which case the agent would need to know where along the horizontal line of current strain it lies. In the learning environment used in this research, temperature is directly measured by means of a thermocouple. The need to know strain state history is eliminated by the inclusion of a temperature dimension, indicating that the environment is Markovian. Using this construct of the learning environment, RL can be used for learning the optimal control policy.

III. SIMULATION

To validate the need to increase the dimensionality of the state-space before using RL to learn an SMA control policy, a comparison of the learning behavior using each of the respective state-spaces is necessary. In this section, SMA hysteresis is simulated and exploited by the learning agent under each of the scenarios.

A. SMA Simulation Model

For simulation of the learning environment to be properly achieved, the SMA temperature-strain space must be accurately modeled with real-time feedback. In this research, a hyperbolic tangent model was used to provide the simulated SMA dynamics. The hyperbolic tangent model is based on the curves given by (4) and (5).

\[ M_s = \frac{H}{2} \tanh \left( \left( T - c_l \right) a_s \right) + s_t \left( T - \frac{\left( c_l + c_t \right)}{2} \right) + \frac{H}{2} + c_s \]

\[ M_s = \frac{H}{2} \tanh \left( \left( T - c_l \right) a_s \right) + s_t \left( T - \frac{\left( c_l + c_t \right)}{2} \right) + \frac{H}{2} + c_s \]   (4)

In these equations, \( H \), \( c_l \), \( a_s \), \( s_t \), \( c_t \), and \( c_s \) are constants that determine the shape of the hyperbolic tangent model. \( M_s \) and \( M_t \) are the strain values that correspond to the temperature input into the equations. The constants were selected by creating a curve that best fit an experimentally determined hysteresis behavior for a SMA wire. The minor hysteresis loops are approximated by compressing and translating the major hysteresis curves according to which maximum and minimum minor strains are involved in the process. Using this approximation of the SMA hysteresis behavior, the RL agent can simulate interaction with an SMA wire.

B. 1-D State-Space Simulation

This section will include RL agent learning results in the simulation of an SMA environment involving only a 1-D state-space consisting of strain. When these results are available, the section will be updated.

For comparison reasons, this section shows simulation results of using the Sarsa learning agent when no temperature information is available for input. The state-space includes only strain for the current state, and desired strain is the goal state.

This simulation was run for the same amount of time as the simulation in Section IIIC, and the resultant testing of the control policy yielded the time history in Figure 4.

C. 2-D State-Space Simulation

For this simulation, the state-space is expanded to include both temperature and strain to define the current state. The goal state is still only representative of strain. Using this learning environment, the RL agent was able to converge on a control policy capable of controlling the simulated SMA wire. Fig. 5 shows the resultant time history response of this learning process.
As can be seen in Fig. 5, the RL agent is successfully able to converge to a policy capable of controlling the simulated SMA wire for the goals used in simulation. In this figure, the red line represents the goal, the blue represents the RL agent’s moves, and the green bars are the goal tolerance. The tolerance allowed for achieving a goal in this simulation was ±0.002 strain. These results show that the RL agent is capable of converging upon a near-optimal control policy, indicating that adding the temperature dimension to the current state does indeed provide a Markovian environment.

IV. EXPERIMENTAL VERIFICATION

To verify that the RL agent demonstrated in simulation is able to learn with an actual SMA wire, the algorithm was modified to allow interaction with an actual SMA wire in an experimental setup. The control policy developed for the particular SMA specimen tested provided the ability to control the length of a NiTi SMA wire for 2 specific goal strains within an error range of ±0.005 strain. The wire used for this experiment had an initial effective length of 13cm, so with a maximum strain possible of 3.3%, the total operating range of motion was 4.29mm. Since the control policy learned was able to reach its goal within a range of ±0.5%, the error range allowed was ±0.65mm. Under these specified conditions, the RL module was executed for 100 episodes using specified alternating goal strains of 2.7% and 0.1%, providing 50 episodes per goal. Each episode in this experiment consists of 450 seconds worth of seeking a single goal, where the RL module is called every 15 seconds. This provides 30 new actions per episode for the learning module. This goal chosen for experimentation was 2.7% axial strain because it represents a partially actuated state for which the maximum strain of 3.3% falls outside of the allowed tolerance range of ±0.5%. This ensures that it can not achieve the goal by simply applying the maximum voltage available. This goal is also of particular interest since it was previously used for temperature-strain space validation. Under these conditions, the final control policy was tested and the results can be seen in Fig. 6.

Fig. 6 reveals that the control policy developed by the RL agent is capable of bringing an SMA wire to the desired goal from multiple initial positions. This ability makes the development of morphing actuators possible. In Fig. 6, the initial strains chosen for testing here were 0.1%, 3.2%, 1.2%, and 2.7%. The two horizontal lines represent the goal range of 2.7% ± 0.5% strain. The initial strains of 0.1% and 3.2% were chosen so that the control policy could be tested from initial strains corresponding to fully un-actuated and fully actuated states, respectively. The initial strain of 1.2% was selected in order to test from an initially intermediate strain, and the goal strain of 2.7% was also chosen as an initial strain to show that the agent can learn how to stay within the specified range when the specimen is there initially. As Fig. 6 shows, the control policy was successful in achieving its goal of 2.7% ± 0.5% in all 4 test cases.

Using RL to learn a control policy capable of achieving a strain that rests within the interior of the transformation curve is important because it greatly increases the range of functionality of SMA actuators. If the only values learned by the agent are those that correspond to maximum and minimum strains, a SMA actuator would be limited to only two possible positions. Learning these interior goals is also far more complicated than learning the extreme values because all that would be required for the latter would be to apply the maximum and minimum voltages every time. By showing that this RL approach can learn how to reach 2.7% strain, this research has proven that using a RL agent to learn a SMA control policy makes it possible to create a SMA actuator capable of achieving multiple position changes. It follows from these tests that creating SMA actuators for the purpose of developing morphing aircraft is feasible. These experimental results validate the RL agent’s ability to learn in this modified environment.

V. CONCLUSIONS

Based upon the analysis and results presented in this research, the following conclusions are made:

![Figure 5. Simulation with Temperature Inputs](image)

![Figure 6. Experimental Time History for Goal = 2.7%](image)
1) Although hysteresis space is classically considered to be non-Markovian, the Shape Memory Alloy’s temperature-strain space can be made Markovian by measuring the temperature and using it to increase the dimensionality of the state-space. Measuring strain state history is only needed to know what the current temperature is, so measuring temperature directly eliminates the need to know strain history.

2) The results of the experimental stage established the ability to learn a control policy in an online experiment without human external supervision, and validated the approach experimentally. With the tolerances chosen for goal achievements, the Reinforcement Learning agent was able to converge to a near-optimal policy within 100 episodes.
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