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Abstract— Shape Memory Alloy actuators can be used for
morphing, or shape change, by controlling their temperature,
which is effectively done by applying a voltage difference across
their length. Control of these actuators requires determination of
the relationship between voltage and strain so that an input-
output map can be developed. To determine this policy and map
the hysteretic region, a Reinforcement Learning algorithm called
Sarsa was used. Proper use of Reinforcement Learning requires
that the learning environment have the Markov Property.
However, hysteresis spaces are commonly referenced as non-
Markovian due to the fact that state history is needed to properly
predict future states and rewards. This paper reveals that this
formerly non-Markovian learning environment of Shape
Memory Alloy hysteresis can become Markovian by means of
increasing the dimensionality of the measured states. The paper
compares learning attempts in both versions of the environment
and will show that Reinforcement Learning is successful in the
modified learning environment by learning a near-optimal policy
for controlling the length of a Shape Memory Alloy wire. This is
then validated by using the modified Reinforcement Learning
agent to learn a near-optimal control policy in an experimental
setting.

Keywords—Markov Property, reinforcement learning,
hysteresis, Shape Memory Alloy, morphing

I. INTRODUCTION

Advancement of aerospace structures has led to an era
where researchers now look to nature for ideas that will
increase performance in aerospace vehicles, particularly by
advancing the research and development of bio- and nano-
technology [1]. Birds have the natural ability to move their
wings to adjust to different configurations of optimal
performance. The ability for an aircraft to change its shape
during flight for the purpose of optimizing its performance
under different flight conditions and maneuvers would be
revolutionary to the aerospace industry. To achieve the ability
to morph an aircraft, exploration in the materials field has led
to the idea of using Shape Memory Alloys (SMAs) as actuators
to drive the shape change of a wing. The idea of using active
materials for nonlinear structural morphing is being explored in
a variety of ways with different types of smart materials are
used, and SMAs are one field that shows promise
[2],[3],[4],[5],[6]. The field of SMA research has already
begun branching into conceptualized morphing aircraft, with

considerations to structure and aeroelasticity being considered
[7],[8],[9] There are many types of SMAs which have different
compositions, but the most commonly used SMAs are either a
composition of nickel and titanium or the combination of
nickel, titanium, and copper.

SMAs have a unique ability known as the Shape Memory
Effect [10],[11]. This material can be put under a stress that
leads to a plastic deformation and then fully recover to its
original shape after heating it to a high temperature. This
would make SMAs useful for structures that undergo large
deformations, such as morphing aircraft [12]. At room
temperature, SMAs begin in a crystalline structure of
martensite and undergo a phase change to austenite as the alloy
is heated. This phase transformation realigns the molecules so
that the alloy returns to its original austenitic shape. The
original martensitic shape is re-obtained when the SMA is
cooled back to a martensitic state, recovering the SMA from
the strain that it had endured. This occurs because the phase
transformation from martensite to austenite begins and ends at
different temperatures than the reverse process, and the
relationship is highly nonlinear, as shown in Fig. 1.

Figure 1. SMA Hysteresis

The hysteresis behavior of SMAs in temperature-strain
space is most often characterized through the use of
constitutive models that are based on material parameters or by
models resulting from system identification [13]. This is a time
and labor intensive process that requires external supervision
and does not actively discover the hysteresis in real-time, both
of which are considerations that are undesirable for online
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learning of a control policy. Other methods that characterize
this behavior are phenomenological models [14],[15],[16],
micromechanical models [17],[18], and empirical models based
on system identification [19],[20]. These models are quite
accurate, but some only work for particular types of SMAs and
most require complex computations. Many of them are also
unable to be used in dynamic loading conditions, making them
unusable in the case of morphing. A drawback to using any of
these methods is that the minor hysteresis loops within an SMA
that is not fully actuated are not characterized and must be
determined within analytical models.

This research investigates a technique for determining
input-output policies for controlling SMA wires. Since there is
not a parametric model available to use for this policy, this
research uses a machine learning algorithm known as
Reinforcement Learning (RL) to discover the black-box control
policy for an SMA wire [21]. RL is a form of machine learning
that utilizes the interaction with multiple situations many times
in order to discover the optimal path that must be taken to reach
the pre-determined goal. By learning the behavior in real-time,
both major and minor hysteresis loops can be experimentally
determined through this method, while simultaneously learning
the policy required for control.

The policy that is learned by RL and simultaneously used
for learning consists of a discrete table of values representing
those actions that have the highest probabilities of providing
the maximum reward at each given current state. Since this
research uses strain as the goal, and each goal strain is
attainable from each current strain in a single action, the action
that maximizes reward is the action that achieves the goal strain
immediately. Since the resulting policy is a direct input-output
map from current state and goal state to action, the
environment being explored must be Markovian, meaning that
it has the Markov Property. Hysteresis spaces are classic
examples of non-Markovian environments, making it difficult
to apply a RL approach.

In this paper, the hysteretic state-space will be expanded to
include temperature as another dimension in order to obtain a
Markovian learning environment. In Section IIA, the RL
algorithm used in this research will be explained. Following
this, Section IIB will provide a comparison between the two
learning environments as well as an explanation for why the
modified environment is Markovian. Section III provides
simulation results including comparisons between attempted
applications of RL in each of the two state-spaces. Finally,
experimental verification of a learned policy will be
demonstrated in Section IV, followed by conclusions in Section
V.

II. REINFORCEMENT LEARNING

A. Sarsa

Reinforcement Learning is a process of learning through
interaction in which a program uses previous knowledge of the
results of its actions in each situation to make an informed

decision when it later returns to the same situation. It is a
method that has be used for many diverse situations ranging
from board games to behavior-based robotics [22],[23],[24].
The purpose of the learning agent used in RL is to maximize
the long-term cumulative reward, not just the immediate
reward [22]. However, in this research there is only one
dimension that yields any reward: strain. Since any goal strain
is attainable within a certain error range based on knowledge of
both current strain and current temperature, this implies that the
agent maximizes rewards by minimizing the actions required to
reach the goal strain, making the action associated with the
maximum immediate reward also the action associated with the
maximum cumulative award. The agent uses the knowledge
gained by reward maximization to update a control policy that
is a function of the states and actions. This control policy is
essentially a large matrix that is composed of every possible
state for the rows, and every possible action for the columns.
In this research, a third dimension is included in the control
policy that is composed of every possible goal state.

The three most commonly used classes of RL algorithms
are Dynamic Programming, Monte Carlo, and Temporal
Difference [22]. The majority of Dynamic Programming
methods require an environmental model, making the use of
them impractical in problems with complex models. Monte
Carlo only allows learning to occur at the end of each episode,
causing problems that have long episodes to have a slow
learning rate. Temporal Difference methods have the
advantage of being able to learn at every time step without
requiring the input of an environmental model. This research
utilizes a method of Temporal Difference known as Sarsa.
Sarsa is an on-policy form of Temporal Difference, meaning
that at every time interval the control policy is evaluated and
improved. An on-policy method is preferred here because the
learning will occur in real-time, and the Q matrix needs to be
updated in real-time as this learning progresses. Sarsa updates
the control policy by using the current state, current action,
future reward, future state, and future action to dictate the
transition from one state/action pair to the next [22]. The
action value function used to update this control policy is:

1 1( , ) ( , ) [ ( ', ') ( ', ') ( , )]q q q q qQ s a Q s a r s a Q s a Q s aη γ+ +← + + − (1)

In (1), Q is the control policy, s is the current state, a is the
current action, s’ is the future state, a’ is the future action, r is
the reward, η is a repetition penalty, γ is a future policy weight,
and the subscript q represents the time step. In this research,
the control policy represented in (1) was modified to include
the goal state as a third dimension in order to have one control
policy that represents all goal states, rather than a different
policy for each goal.

When approaching the point in the algorithm where
the action must be determined from Q, the problem of which
method would be best for choosing this action must be solved.
The dilemma lies in the fact that the policy does not have any
information about the system in the beginning, and must
explore so that it can learn the system. The point of using RL
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is to learn the system when no prior knowledge of the system
is known by the algorithm, so it can not exploit previous
knowledge in the beginning stages. However, in future
episodes the policy will have more information about the
system, and exploitation of knowledge becomes more
favorable. The key to optimizing the convergence of the RL
module upon the best control policy is to balance the use of
exploration and exploitation.

The ε-Greedy method of choosing an action is used in this
research, which means that for some percentage of the time
that an action is chosen, the RL module will choose to
randomly explore rather than choose the action that the action-
value function declares is the best [25]. This is because the
RL agent might not have already explored every possible
option, and a better path may exist than the one that is
presently thought to yield the greatest reward. A fully greedy
method chooses only the optimal path without ever choosing
to explore new paths, which corresponds to an ε-Greedy
method where ε = 0.

To converge on the optimal control policy in the
shortest amount of time, this research used an episodically
changing ε-Greedy method by altering the exploration
constant, ε, depending upon the current episode. ε is a number
between 0 and 1 that determines the percent chance that
exploration will be used instead of exploitation. In the first
episodes, little to no information has been learned by the
policy, so a greater degree of exploration is required.
Conversely, in future episodes less exploration is desired so
that the RL module can exploit the knowledge of the system
that it has learned.

To achieve an episodically changing ε-Greedy method, a
simple algorithm was constructed that determines what value
would be used for ε at each individual episode. The values of
ε ranged from 70% in the first several episodes to 5% in the
final episodes, and were chosen during simulation by
experimenting with the values and episode numbers until the
best convergence time was found. Even during later episodes,
the algorithm still never exhibits a fully greedy method of
choosing actions. A small chance of performing exploratory
actions is still used because it allows the system to check for
better paths in case the path it converged upon is not actually
the most optimal choice. The episodes at which the values of
ε were modified and the corresponding values are as follows:

TABLE I. EPISODIC ε-GREEDY VALUES

Episode 1 30 60 80 100 140+

ε 0.7 0.6 0.5 0.3 0.2 0.05

Once the RL algorithm learns the optimal voltage
required to achieve each goal strain from each initial strain, it
can then be used to control the length of a SMA wire in real-

time. The learned policy’s ability to control the SMA wire’s
length can then be demonstrated and plotted for validation.

B. The Markov Property

For RL to be used to learn an input-output relationship, the
environment needs to have the Markov property. In an
environment with the Markov property, learning how to move
from one state to another depends only on the current state, and
not state history [22],[26]. In a general environment, the
probability of achieving a specific goal and thereby obtaining a
specific reward depends on the current and past states, actions,
and rewards. This is demonstrated in (2) [22].

1 1 1 1 1 0 0Pr{ ', | , , , , , , , , }t t t t t t ts s r r s a r s a r s a
+ + − −

= = … (2)

In an environment that has the Markov property, the
probability distribution described by (2) can be simplified to
only depend on the current state and action. The dynamics of
the system can be fully described by only using the probability
of achieving a certain state and obtaining the associated reward
given the current state. The Markov property probability
distribution is represented by (3) [22].

1 1Pr{ ', | , }t t t ts s r r s a
+ +

= = (3)

Hysteresis is non-Markovian in nature because moving
from one state to another requires knowing not only the current
state but also the state history. In this research, this would
imply that due to the hysteresis, both the current strain and past
strains would be needed to know how to reach the goal strain.
This is a problem when using RL because the control policy
learned by RL is a function of only the current state, action, and
goal. However, this problem was overcome by the specific
formulation of this learning environment. Hysteresis is non-
Markovian in the case of attempting to move from one strain in
the hysteretic space to another, as shown in Fig. 3.

Figure 2. Non-Markovian Travel in SMA Hysteresis

Attempting to learn this motion using RL would be a
challenge since moving from one strain to another in a
hysteretic environment requires strain time history to be
known. However, in this research the current state of the
system is not simply the current strain, but both current strain
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and temperature. The goal in this research is to move from one
specific point in temperature-strain space to any point along the
goal strain line in one action, without any restrictions on goal
temperature. This type of learning environment is represented
in Fig. 3.

Figure 3. Markovian Travel in SMA Hysteresis

The learning environment described by Fig. 3 allows travel
from any one point in the hysteresis space to anywhere along
the horizontal goal line in the hysteresis space without knowing
state history, indicating that it is Markovian. The only reason
history of strain would be needed would be in the event that
temperature was not measured, in which case the agent would
need to know where along the horizontal line of current strain it
lies. In the learning environment used in this research,
temperature is directly measured by means of a thermocouple.
The need to know strain state history is eliminated by the
inclusion of a temperature dimension, indicating that the
environment is Markovian. Using this construct of the learning
environment, RL can be used for learning the optimal control
policy.

III. SIMULATION

To validate the need to increase the dimensionality of the
state-space before using RL to learn an SMA control policy, a
comparison of the learning behavior using each of the
respective state-spaces is necessary. In this section, SMA
hysteresis is simulated and exploited by the learning agent
under each of the scenarios.

A. SMA Simulation Model

For simulation of the learning environment to be properly
achieved, the SMA temperature-strain space must be accurately
modeled with real-time feedback. In this research, a hyperbolic
tangent model was used to provide the simulated SMA
dynamics. The hyperbolic tangent model is based on the
curves given by (4) and (5).

( )( )
( )

tanh
2 2 2

l r
l l h h s

ct ctH H
M T ct a s T c

+⎛ ⎞
= − + − + +⎜ ⎟

⎝ ⎠
(4)

( )( )
( )

tanh
2 2 2

l r
r r h h s

ct ctH H
M T ct a s T c

+⎛ ⎞
= − + − + +⎜ ⎟

⎝ ⎠
(5)

In these equations, H, ctr, ah, sh, ctl, and cs are constants that
determine the shape of the hyperbolic tangent model. Mr and
Ml are the strain values that correspond to the temperature input
into the equations. The constants were selected by creating a
curve that best fit an experimentally determined hysteresis
behavior for a SMA wire. The minor hysteresis loops are
approximated by compressing and translating the major
hysteresis curves according to which maximum and minimum
minor strains are involved in the process. Using this
approximation of the SMA hysteresis behavior, the RL agent
can simulate interaction with an SMA wire.

B. 1-D State-Space Simulation

This section will include RL agent learning results in the
simulation of an SMA environment involving only a 1-D state-
space consisting of strain. When these results are available,
the section will be updated.

For comparison reasons, this section shows simulation
results of using the Sarsa learning agent when no temperature
information is available for input. The state-space includes
only strain for the current state, and desired strain is the goal
state.

This simulation was run for the same amount of time as the
simulation in Section IIIC, and the resultant testing of the
control policy yielded the time history in Figure 4.

Figure 4. Simulation without Temperature Inputs

C. 2-D State-Space Simulation

For this simulation, the state-space is expanded to include
both temperature and strain to define the current state. The
goal state is still only representative of strain. Using this
learning environment, the RL agent was able to converge on a
control policy capable of controlling the simulated SMA wire.
Fig. 5 shows the resultant time history response of this learning
process.
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Figure 5. Simulation with Temperature I

As can be seen in Fig. 5, the RL agent is s
to converge to a policy capable of controllin
SMA wire for the goals used in simulation. I
red line represents the goal, the blue represent
moves, and the green bars are the goal toleranc
allowed for achieving a goal in this simulat
strain. These results show that the RL age
converging upon a near-optimal control policy
adding the temperature dimension to the cu
indeed provide a Markovian environment.

IV. EXPERIMENTAL VERIFICA

To verify that the RL agent demonstrated
able to learn with an actual SMA wire, the
modified to allow interaction with an actual
experimental setup. The control policy de
particular SMA specimen tested provided the
the length of a NiTi SMA wire for 2 specific go
an error range of ±0.005 strain. The wir
experiment had an initial effective length of
maximum strain possible of 3.3%, the total op
motion was 4.29mm. Since the control policy
to reach its goal within a range of ±0.5%,
allowed was ±0.65mm. Under these specified
RL module was executed for 100 episodes
alternating goal strains of 2.7% and 0.1%
episodes per goal. Each episode in this experi
450 seconds worth of seeking a single goal
module is called every 15 seconds. This p
actions per episode for the learning module.

This goal chosen for experimentation was 2
because it represents a partially actuated stat
maximum strain of 3.3% falls outside of the a
range of ±0.5%. This ensures that it can not
by simply applying the maximum voltage avai
is also of particular interest since it was pre
temperature-strain space validation. Under t
the final control policy was tested and the resul
Fig. 6.

Inputs

successfully able
ng the simulated
In this figure, the
ts the RL agent’s
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tion was ±0.002

ent is capable of
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in simulation is
e algorithm was
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l, where the RL
provides 30 new

2.7% axial strain
te for which the
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ilable. This goal
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lts can be seen in

Figure 6. Experimental Time H

Fig. 6 reveals that the control po
agent is capable of bringing an SM
from multiple initial positions.
development of morphing actuator
initial strains chosen for testing her
and 2.7%. The two horizontal lines
2.7% ± 0.5% strain. The initial stra
chosen so that the control policy c
strains corresponding to fully un-a
states, respectively. The initial stra
order to test from an initially interm
strain of 2.7% was also chosen as a
the agent can learn how to stay withi
the specimen is there initially. As
policy was successful in achieving i
all 4 test cases.

Using RL to learn a control pol
strain that rests within the interior o
is important because it greatly
functionality of SMA actuators. If
the agent are those that correspond t
strains, a SMA actuator would be li
positions. Learning these interio
complicated than learning the extre
would be required for the latter
maximum and minimum voltages ev
this RL approach can learn how
research has proven that using a R
control policy makes it possible t
capable of achieving multiple pos
from these tests that creating SMA a
developing morphing aircraft is fea
results validate the RL agent’s abili
environment.

V. CONCLU

Based upon the analysis and
research, the following conclusions a

History for Goal = 2.7%

olicy developed by the RL
MA wire to the desired goal

This ability makes the
s possible. In Fig. 6, the
re were 0.1%, 3.2%, 1.2%,
represent the goal range of

ains of 0.1% and 3.2% were
could be tested from initial
actuated and fully actuated
ain of 1.2% was selected in
mediate strain, and the goal
an initial strain to show that
in the specified range when

s Fig. 6 shows, the control
its goal of 2.7% ± 0.5% in

licy capable of achieving a
of the transformation curve

increases the range of
the only values learned by
to maximum and minimum
imited to only two possible

or goals is also far more
eme values because all that
r would be to apply the
very time. By showing that
to reach 2.7% strain, this
RL agent to learn a SMA
to create a SMA actuator
ition changes. It follows
actuators for the purpose of
asible. These experimental
ty to learn in this modified

USIONS

results presented in this
are made:
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1) Although hysteresis space is classically considered to
be non-Markovian, the Shape Memory Alloy’s
temperature-strain space can be made Markovian by
measuring the temperature and using it to increase the
dimensionality of the state-space. Measuring strain
state history is only needed to know what the current
temperature is, so measuring temperature directly
eliminates the need to know strain history.

2) The results of the experimental stage established the
ability to learn a control policy in an online experiment
without human external supervision, and validated the
approach experimentally. With the tolerances chosen
for goal achievements, the Reinforcement Learning
agent was able to converge to a near-optimal policy
within 100 episodes.

ACKNOWLEDGMENT

This work was sponsored (in part) by the National Science
Foundation Graduate Research Fellowship Program and the Air
Force Office of Scientific Research, USAF, under
grant/contract number FA9550-08-1-0038. The Technical
Monitor is Dr. William M. McEneaney. The views and
conclusions contained herein are those of the authors and
should not be interpreted as necessarily representing the official
policies or endorsements, either expressed or implied, of the
National Science Foundation, Air Force Office of Scientific
Research, or the U.S. Government.

REFERENCES

[1] Texas Institute for Intelligent Bio-Nano Materials and Structures for
Aerospace Vehicles Home Page. URL: http://tiims.tamu.edu [cited 15
May 2004].

[2] Agarwal, Sandeep, “Structural Morphing using Piezoelectric
Modulation of Joint Friction,” Journal of Intelligent Material Systems
and Structures, April 2007, vol. 18, pp. 389-407.

[3] Barbarino, S., Ameduri, S., Lecce, L., and Concilio, A., “Wing Shape
Control though an SMA-Based Device,” Journal of Intelligent Material
Systems and Structures, February 2009, vol. 20, no. 3, pp. 283-296.

[4] Kudva, J. N., “Overview of the DARPA Smart Wing Project,” Journal
of Intelligent Material Systems and Structures, April 2004, vol. 15, pp.
261-267.

[5] Yoo, In K. and Desu, Seshu B., “Fatigue and Hysteresis Modeling of
Ferroelectric Materials,” Journal of Intelligent Material Systems and
Structures, October 1993, vol. 4, pp. 490-495.

[6] Johnson, Terrence, Frecker, Mary I., Abdalla, Mostafa M., Gurdal,
Zafer, and Lindner, Douglas K., “Nonlinear Analysis and Optimization
of Diamond Cell Morphing Wings,” Journal of Intelligent Material
Systems and Structures, November 2008, vol. 0, pp.
1045389X08098098v1.

[7] Bae, Jae-Sung, Kyong, Nam-Ho, Seigler, T. Michael, and Inman, Daniel
J., “Aeroelastic Considerations on Shape Control of an Adaptive Wing,”
Journal of Intelligent Material Systems and Structures, vol. 16, pp.
1051-1056.

[8] Matsuzaki, Yuji, “Recent Research on Adaptive Structures and
Materials: Shape Memory Alloys and Aeroelastic Stability Prediction,”

Journal of Intelligent Material Systems and Structures, December 2005,
vol. 16, pp. 907-917.

[9] Strelec, Justin K., Lagoudas, Dimitris C., Khan, Mohammed A., and
Yen, John, ”Design and Implementation of a Shape Memory Alloy
Actuated Reconfigurable Airfoil,” Journal of Intelligent Material
Systems and Structures, April 2003, vol. 14, pp. 257-273.

[10] Waram, Tom. Actuator Design Using Shape Memory Alloys. Hamilton,
Ontario: T.C. Waram, 1993.

[11] Sofla, A.Y.N., Elzey, D.M., and Wadley, H.N.G., “Two-way
Antagonistic Shape Actuation Based on the One-way Shape Memory
Effect,” Journal of Intelligent Material Systems and Structures,
September 2008, vol. 19, pp. 1017-1027.

[12] Mavroidis, C., Pfeiffer, C. and Mosley, M., “Conventional Actuators,
Shape Memory Alloys, and Electrorheological Fluids.” Automation,
Miniature Robotics and Sensors for Non-Destructive Testing and
Evaluation, April 1999, p. 10-21.

[13] Lagoudas, D., Mayes, J., Khan, M., “Simplified Shape Memory Alloy
(SMA) Material Model for Vibration Isolation,” Smart Structures and
Materials Conference, Newport Beach, CA, 5-8 March 2001.

[14] Lagoudas, D. C., Bo, Z., and Qidwai, M. A., "A unified thermodynamic
constitutive model for SMA and finite element analysis of active metal
matrix composites "Mechanics of Composite Materials and Structures,
vol. 3, 153, 1996.

[15] Bo, Z. and Lagoudas, D. C., "Thermomechanical modeling of
polycrystalline SMAs under cyclic loading, Part I-IV" International
Journal of Engineering Science, vol. 37 1999.

[16] Malovrh, Brendon and Gandhi, Farhan, “Mechanism-Based
Phenomenological Models for the Pseudoelastic Hysteresis Behavior of
Shape Memory Alloys,” Journal of Intelligent Material Systems and
Structures, January 2001, vol. 12, pp. 21-30.

[17] Patoor, E., Eberhardt, A., and Berveiller, M., "Potential pseudoelastic et
plasticite de transformation martensitique dans les mono-et polycristaux
metalliques." Acta Metall 35(12), 2779, 1987.

[18] Falk, F., "Pseudoelastic stress strain curves of polycrystalline shape
memory alloys calculated from single crystal data" International Journal
of Engineering Science, 27, 277, 1989.

[19] Banks, H., Kurdila, A. and Webb, G. 1997. “Modeling and Identification
of Hysteresis in Active Material Actuators, Part (ii): Convergent
Approximations,” Journal of Intelligent Material Systems and
Structures, 8(6).

[20] Webb, G., Kurdila, A. and Lagoudas, D. 1998. “Hysteresis Modeling of
SMA Actuators for Control Applications,” Journal of Intelligent
Material Systems and Structures, vol. 9, no. 6, pp.432-447.

[21] Kirkpatrick, Kenton and Valasek, John, “Reinforcement Learning for
Characterizing Hysteresis Behavior of Shape Memory Alloys,” AIAA-
2007-2932, Proceedings of the AIAA Infotech@Aerospace Conference,
Rohnert Park, CA, 7-10 May 2007.

[22] Sutton, R. and Barto, A., Reinforcement Learning: An Introduction.
Cambridge, Massachusetts: The MIT Press, 1998.

[23] Konidaris, G. D. and Hayes, G.M., “An Architecture for Behavior-Based
Reinforcement Learning,” Adaptive Behavior, March 2005, vol. 13, pp.
5-32.

[24] Varshavskaya, Paulina, Kaelbling, Leslie Pack, and Rus, Daniela,
“Automated Design of Adaptive Controllers for Modular Robots using
Reinforcement Learning,” The International Journal of Robotics
Research, March 2008, vol. 27, pp. 505-526.

[25] Whiteson, Shimon, Taylor, Matthew E., and Stone, Peter, “Empirical
Studies in Action Selection with Reinforcement Learning,” Adaptive
Behavior, March 2007, vol. 15, pp. 33-50.

[26] Bhatnagar, Shalabh and Abdulla, Mohammed Shahid, “Simulation-
Based Optimization Algorithms for Finite-Horizon Markov Decision
Processes” SIMULATION, December 2008, vol. 84, pp. 577-600.

2755



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


