A committee of NNA classifiers for the prediction of the binding between miRNAs and the target genes using a novel coding method
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Abstract—We present a paper for the prediction of the bindings between microRNAs (miRNAs) and their target genes. A novel coding for the miRNAs, the binding sites (i.e. the target genes) and the flanking sequences of the binding sites is adopted to code the related information comprehensively. A feature selection method, Minimum Redundancy Maximum Relevance (mRMR), is used to filter out ineffective and redundant features. Because the data are severely imbalanced, a committee of NNA (Nearest Neighbor Algorithm) classifiers is applied to distribute the data more evenly between different classes. The final prediction results are gained through voting from the classifier committee. As a result, 83.33% positive samples are correctly identified with an overall correct prediction rate of 76.78%. The feature analysis, performed by mRMR feature selections using the classifier committee, shows that the seed region of miRNAs and the flanking sequences of the binding sites play a significant role in the regulation of miRNA binding.
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I. INTRODUCTION

MicroRNAs (miRNAs) are small non-coding RNAs with an approximate length of 22nt, serving as very important post-transcriptional regulators for gene expression. They bind to complementary regions of mRNAs of the genes they regulate, and with uncertain mechanisms, these bindings cause the cleavage of mRNAs or translational repressions [1, 2, 3]. Thus, miRNAs regulate a large number of functions in a cell and play an important role in cell division, development, and other biological processes [4, 5].

Over 8000 miRNAs have been discovered and their data are stored in the miRNA database – miRBase [6, 7, 8], with new miRNAs being found rapidly. However, it appears to be an obstacle to determine their functions experimentally, since these functions are deeper hidden and experimental determination is a lengthy process. Thus it would be highly beneficial if the target genes of a miRNA could be predicted accurately, which will not only help feed back to determine their target genes experimentally, but also aid to understand what affects the binding. Computational methods are well documented, e.g. the miRanda [9], TargetScan [10, 11], miTarget [12] and microTar [13], most of which first detect the potential binding sites (with a large degree of complementarity to the miRNA), and discard any sites that do not appear to be conserved across multiple species. These methods may encounter problems if the genomes of the multiple species are not clear. Furthermore, they mainly focus on the binding sites of miRNAs and ignore some important factors in the flanking contexts of the miRNAs.

In this paper, 67 positive samples with experimental validation were used, 61 of which are used for training and the remaining 6 ones are used for testing. 11990 negative samples produced by randomly coupling some miRNAs and 3’UTR regions were used. 10902 of them are used for training and the remaining 1088 samples are used for testing. With these data, we presented a novel method to predict miRNAs’ binding sites. Firstly, a delicate coding system is adopted to code the related binding information as follows. The sequences of miRNAs, their binding sites and the 3’ flanking sequences of these sites are coded by both 0/1 system and the frequency of each single nucleotide and dinucleotide. Several additional factors, including the complementary of miRNAs’ seed regions, the whole miRNAs, and the distance between termination codon to the binding site are also used for coding. Secondly, because of the imbalance between the training set and the testing set, 11 individual classifiers based on the Nearest Neighbor Algorithms (NNAs) are used to solve the severe imbalanced data by distributing the negative samples evenly into the 11
classifiers. To improve the effectiveness of the coding system, a feature selection method, Incremental Feature Selection (IFS) based on Minimum Redundancy Maximum Relevance (mRMR) [14], is used to filter out the redundant and/or poor-performed features. As a result, 83.33% positive samples are correctly identified with an overall correct prediction rate of 76.78%.

II. MATERIALS AND METHODS

A. Dataset

67 positive pairs of miRNA-Binding site are used in our study (see the supplemental materials 1), which are drawn from Tarbase [15], containing information of the exact binding sites of miRNA in 3' UTR of mRNAs. 11990 non-binding pairs are selected by randomly coupling some miRNAs and 3'UTR regions. The training dataset contains 61 positive pairs and 10902 negative pairs while the testing dataset contains 6 positive pairs and 1088 negative pairs.

B. Coding of miRNAs and their binding sites

Because the length of miRNAs and target sites are variable, all the sequences with length less than 25nt are extended to exactly 25nt by adding some "N" suffixes. For miRNAs, these Ns are added to the 3' terminal; while for the binding site, they are added to the 5' terminal. Then these 25nt sequences can be coded by a 100 feature vector by encoding each nucleotide and “N” using 4 binary digits as:

```
"A" := 0001
"U" := 1000
"C" := 0010
"G" := 0100
"N" := 0000
```

For example, sequence “AUGUUGCACAUCGUUAAGCACAGUNN” is coded by “0001 1000 0010 0001 1000 0010 0010 0001 1000 0001 0100 0010 0001 1000 0001 0010 0001 1000 0000 0000”, resulting in 100 features. The frequencies of each single nucleotide (“A”, “C”, “G”, “U”, “N”) and di-nucleotide (“AA”, “AC”, “AG”, “AU”, “CA”, “CC”, “CG”, “CU”, “GA”, “GC”, “GG”, “GU”, “UA”, “UC”, “UG”, “UU”) are also added as features for the prediction. Thus, a 121-feature vector (121=100+5+16) is used to code the sequence of a miRNA or a binding site.

C. Coding of 3' flanking sequences of miRNA binding sites

Besides the binding site, the flanking sequences are also proven to be influential in the regulation [16]. Thus, we extract the 3' flanking sequences, with length of 25nt, of the binding site. A 3' flanking sequence is also coded into 121-feature vector as described above.

D. Other factors affecting the miRNA regulation

The complement of the whole miRNA, especially the complement of position 2-8 (seed region) in a miRNA, is important in the binding process of miRNA to 3' UTR of miRNA. A recent research [17] shows that the position of binding site in the 3'UTR is also important for the efficiency of miRNA regulation. Thus three more features are obtained for each pair of miRNA and binding site. They are the number of base pairs in a seed region, the proportion of matched base pairs in the whole miRNA, and the position of binding site started from the 3' terminal codon of miRNA. The first two features require the situation of hybridization between miRNA and binding site. Because it is difficult to get the actual situation, RNAduplex in ViennaRNA Package [18] is used for the prediction in our study to get the predictive one.

E. Normalization

After the vectors are constructed, normalizations are made among each feature of vectors, to put all the vectors in the same scale. The normalization function is:

```
x_{ni} = \frac{x_i - \bar{x}}{s_x}
```

where $x_i$ is the feature before normalization, $x_{ni}$ is the feature after normalization. Suppose the number of samples is n,

```
s_x = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{(n-1)}}
```

which is the standard deviation of x in all samples, and

```
\bar{x} = \frac{\sum_{i=1}^{n} x_i}{n}
```

which is the average of x in all samples.

F. Combining Vectors

Suppose R, B, F, O are the coding for the sequence of miRNA, sequence of the binding site, sequence of the 3' flanking sequence and the other factors, the combined vector can be represented as:

```
F_{RBO} = R \oplus (k_1 \cdot B) \oplus (k_2 \cdot F) \oplus (k_3 \cdot O)
```

where $k_1$, $k_2$, $k_3$ are the weights for the each coding, removing the bias caused by the contribution difference between encoding systems.

To simplify the computation, $k_1$, $k_2$, $k_3$ are all fixed to be 1 in this study. After the combination, the final feature vector with totally 366 features is obtained as 121 (miRNA) + 121 (binding site) + 121 (flanking sequence) + 3 (other factors) = 366.

G. Nearest Neighbor Algorithm (NNA)

Suppose $RT_1$ and $RT_2$ are two vectors, their similarity is defined as [19]:

```
A(RT_1, RT_2) = \frac{\langle RT_1, RT_2 \rangle}{\|RT_1\| \cdot \|RT_2\|}
```

where $\langle RT_1, RT_2 \rangle$ is the dot product of $RT_1$ and $RT_2$, and $\|RT_i\|$ and $\|RT_j\|$ are the moduli of $RT_1$ and $RT_2$ respectively. The
larger $\Lambda(R_{1,RT},RT_2)$ is, the more similar $RT_1$ and $RT_2$ are to each other. For a given vector $RT$, the most similar vector $RT_n$ in data set $\{RT_1, RT_2, \ldots, RT_n\}$ is found, i.e., $\Lambda(RT,RT_n)$ is the greatest, and the class of $RT$ is assigned to have the same class as $RT_n$.

H. Combining multiple NNA classifiers

The size of negative samples (11990) is much larger than the positive ones (67). To overcome this unbalanced data problem, we adopt a committee of classifiers (11 NNA classifiers) to balance the data, as is proposed by [20]. The negative data of the training set are split into 11 parts, each of which contains 993 samples, while the remaining one has 972 samples. 61 positive samples are input into every of the 11 classifiers. Thus each NNA classifier is trained by the 61 positive samples plus one part of the negative samples in the training set, and the remaining 6 positive samples and 1088 negative samples are used for testing. The final prediction results for the testing data are obtained through voting. Only when more than half (>5) classifiers predict a sample to be positive, this sample will be assigned to be positive, otherwise, it will be assigned to be negative.

1. Feature Selection

In order to improve the effectiveness of the encoding system, for each classifier, we use IFS based on mRMR to select an optimized feature set for the prediction. The optimized feature set is chosen according to its performance in Jackknife cross-validation test.

1) mRMR (Maximum Relevance, Minimum Redundancy method): Maximum Relevance, Minimum Redundancy method (mRMR) is originally developed by Peng [14] for microarray data processing. mRMR method requires the input data to be numeric vectors - each vector is taken as a mRMR feature. mRMR ranks each feature according to both its relevance to the target (highly related to the prediction accuracy) and the redundancy between the features. A “good” feature is characterized by maximum relevance with the target variable and minimum redundancy within the features. Both relevance and redundancy are defined by mutual information (MI), which estimates how much one vector is related to another. MI is defined as follows:

$$I(x,y) = \int \int p(x,y) \log \frac{p(x,y)}{p(x)p(y)} dxdy$$

(6)

$x$ and $y$ are two vectors; $p(x,y)$ is the joint probabilistic density; and $p(x)$ and $p(y)$ are the marginal probabilistic densities.

Let $\Omega$ denote the whole vector set. The already-selected vector set with $m$ vectors is denoted by $\Omega_m$, and the to-be-selected vector set with $n$ vectors is denoted by $\Omega_n$.

Relevance $D$ of a feature $f$ in $\Omega$, with a target variable $c$, can be computed by Eq (7):

$$D = I(f,c)$$

(7)

Redundancy $R$ of a feature $f$ in $\Omega$, with all the features in $\Omega$, can be computed by Eq (8):

$$R = \frac{1}{m} \sum_{j=1}^{m} I(f,f_j)$$

(8)

To maximize relevance and minimize redundancy, mRMR function is obtained by integrating Eq (7) and Eq (8):

$$\max_{f_j \in \Omega} \left[ I(f,c) - \frac{1}{m} \sum_{j=1}^{m} I(f_j,f) \right]$$

(9)

Let the initial where is best performed feature, and the initial by excluding only. Eq (9) is used to obtain one vector by another in totally rounds, resulting a vector list $S = \{f_0, f_1, \ldots, f_h, \ldots, f_{N-1}\}$ with the selection order where denotes at which round the feature is selected.

2) Incremental Feature Selection (IFS): The mRMR feature selection produces a list of candidate features, as is described above. However, we don’t know how many features in the list should be chosen. In our study, Incremental Feature Selection (IFS) was used to determine the optimal number of features, and the optimal features.

In mRMR step, we can construct the N feature sets from ordered feature set $S$, where the $i$-th feature set is:

$$S_i = \{f_0, f_1, \ldots, f_i\}$$

(9)

For every $i$ between 0 and $N-1$, each NNA in the committee is constructed to make the prediction with the feature set $S_i$, Jackknife Cross-Validation [19] is used to obtain the prediction accuracy. As a result, we can get an IFS overall correct prediction curve with index $i$ as its $x$-axis and the overall prediction accuracy as its $y$-axis, and an IFS positive sample correct prediction curve with index $i$ as its $x$-axis and the positive sample prediction accuracy as its $y$-axis. The optimal feature set $S^* = \{f_0, f_1, \ldots, f_i\}$, which produces a positive sample prediction accuracy higher than 0.7, and at the same time has the highest overall prediction accuracy, is chosen as the optimized feature set with totally features in it.

III. RESULTS AND DISCUSSION

A. mRMR and prediction results

The mRMR program used in our study was downloaded from [http://research.janelia.org/peng/proj/mRMR/](http://research.janelia.org/peng/proj/mRMR/). The parameter in mRMR was chosen to be $t = 1$ to discretize our data to three categorical states according to the values of: mean ± (t • std), where mean is the mean value and std is the standard deviation. The result of mRMR is a table, with the mRMR feature list defined by Eq (9) in it. Please refer to supplemental materials 2 for the feature list. It also outputs another table with MaxRel features defined by Eq (9), containing the relevance between features and the class variable. In this study, only mRMR feature list was used for the research.

IFS was used in the feature selection for each of the 11 individual NNA classifiers. The IFS curves, for both the overall
prediction accuracy and the positive sample accuracy, produced by the 11 classifiers, are shown in Figure 1 at the end of the paper. The number of features, selected for each classifier, is shown in Table 1 below.

<table>
<thead>
<tr>
<th>Classifier ID</th>
<th>The number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>42</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>77</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>41</td>
</tr>
<tr>
<td>8</td>
<td>41</td>
</tr>
<tr>
<td>9</td>
<td>243</td>
</tr>
<tr>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
</tr>
</tbody>
</table>

After the training of the 11 classifiers, the pairs in test set are predicted by the classifier committee through voting. The accuracy of the prediction is shown in Table 2.

<table>
<thead>
<tr>
<th>Amount</th>
<th>Correctly predicted</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive pair</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Negative pair</td>
<td>1088</td>
<td>835</td>
</tr>
<tr>
<td>Overall</td>
<td>1094</td>
<td>840</td>
</tr>
</tbody>
</table>

B. Discussion

These 11 classifiers in the committee are independent from each other. However, four common features are present in all these classifiers indicating they play an important role in the process of miRNA binding. These features include the percentage of matched pairs of nucleotide in the seed region of miRNA, the first digit of the 6th nucleotide of the 3’ flanking sequences, the fourth digit of the 20th nucleotide of miRNA binding site, and the first digit of the 22nd nucleotide of miRNA binding site. Among the 67 positive pairs in our study, 49 pairs have the 20th nucleotide of the binding site bound to the seed region, and 51 pairs have the 22nd nucleotide of the binding site bound to the seed region, where 20th and 22nd nucleotide of the binding sites are proven to be important in the prediction, confirming that the seed region of miRNA is influential to the miRNA binding. 27 common features, 7 of which come from the 3’ flanking sequences, appear in more than 5 classifiers, plus the 6th nucleotide of the 3’ flanking sequences that is shared by all classifiers, indicating that the flanking sequences of miRNA binding site may play a surprisingly important role in the regulation of miRNA binding.

IV. Conclusion

We present a novel method to predict the binding of miRNAs and the target genes by adopting a delicate coding system for the miRNAs, the binding sites and the flanking sequences of the binding sites. The problem of the severely imbalanced data is solved by applying a committee of NNA classifiers. As a result, we achieve a positive sample prediction accuracy of 83.3% and an overall prediction accuracy of 76.8%. The feature analysis shows that the seed region of the miRNA sequences and the flanking sequences of the binding sites play an important role in the binding of miRNAs and the target genes, demonstrating the importance of including the flanking sequences of the binding sites in the coding.

Supplemental material 1 and 2 in this paper is available upon request.
Figure 1 Accuracy of Jackknife cross-validation test of the 11 classifiers using increasing number of features. X axis denotes the number of the features, and y axis denotes the prediction accuracy.
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