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Abstract—The prediction task in national language processing
means to guess the missing letter, word, phrase, or sentence
that likely follow in a given segment of a text. Since 1980s
many systems with different methods were developed for different
languages. In this paper an overview of the existing prediction
methods that have been used for more than two decades are
described and a general classification of the approaches is
presented. The three main categories of the classification are
statistical modeling, knowledge-based modeling, and heuristic
modeling (adaptive).

Index Terms—Word prediction, Assistant technology, Lan-
guage modeling.

I. INTRODUCTION

After the Second World War, the number of people with
disabilities was increased dramatically. In order to help them
to communicate with the outside world, assistant technology
such as word prediction was used. Researchers tried to develop
systems that are alternative to the users disabilities and could
augment his abilities too. The prediction systems have been in
use since the early 1980s.

Prediction refers to those systems that guess which letters,
words, or phrases are likely to follow in a given segment of a
text. Such systems are very useful for user, specially the ones
with disabilities. The systems typically operate by displaying a
list of the most likely letters, words, or phrases for the current
position of the sentence being typed by the user. As the user
continues to enter letters of the required word, the system
displays a list of the most probable words that could appear
in that position. Then, the system updates the list according
to the sequence of the so-far entered letters. Next, a list of
the most common words or phrases that could come after the
selected word would appear. The process continues until the
text is completed.

The goal of all writing assistance systems is increasing the
KeyStroke Saving (KSS) which is the percentage of keystrokes
that the user saves by using the word prediction system. A
higher value for KSS implies a better performance; as a result,
decreasing the user’s effort to type a text. In other words, the
amount of text to be typed needs to be as short as possible
for the user with the least effort. KSS is one of the important
standard performance metrics to evaluate prediction systems
[1], [2].

Word prediction, or in general predicting a segment to
be completed, is one of the important tasks in most natural
language processing applications such as speech recognition,
word-sense disambiguation, context-sensitive spelling correc-
tion, statistical machine translation, handwriting recognition,
and optical character recognizer. In addition, it could be used
for people who are non-native speakers of a language and
want to learn the language. Moreover, it could be used in
recent technologies such as cell phones and Personal Digital
Assistants (PDA).

There are numbers of prediction systems that were devel-
oped and are developing with different methods for different
languages. In this paper, an overview of all the existing ap-
proaches used in the prediction systems will be described; also
a general classification of the methods that are introduced by
researches will be presented to show the progress of developing
prediction systems and the place where we stand now.

The next three sections describe the existing prediction
methods that are used to model the natural language since
the early 1980s. In these sections three major approaches
are described: statistical modeling, knowledge-based modeling,
and heuristic modeling (adaptive). The paper is summarized in
the last section.

II. STATISTICAL MODELING

Traditionally, predicting words has solely been based on
statistical modeling of the language [3]. In statistical modeling,
the choice of words is based on the probability that a string
may appear in a text. Consequently, a natural language could
be considered as a stochastic system. Such a modeling is also
named probabilistic modeling. The statistical information and
its distribution could be used for predicting letters, words,
phrases, and sentences.

A. Letter Prediction

Prediction approaches have entered into recent technologies
such as cell-phones and PDAs. Letter prediction could be used
as an aiding tool to enter a text on Short Message Service
(SMS), to chat on Instant Message, and to write an email.
Because of being portable, such systems could not have a
single key for a letter. So, a text should be entered with a
limited number of keys (e.g., in cell-phones, a text is written
with only 9 keys on the phone). This means that a key should
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carry three or four letters. The reduced keyboard makes it hard
for the user to enter a text; so, the letter prediction method
would be an efficient way. The reason to have such a system
is that the user will need to press only one key for each
character on the mobile phone [4]. But how the letters would be
disambiguated in a single key? Three methods are presented:

1) The Lexical-based Predictive Text Entry Method: One of
the methods is to press one key for one character. This requires
a program that matches the key sequence to the corresponding
words in a lexical dictionary. In this method, the most frequent
words that match with the key sequence will be presented. In
fact, the method merely aims at disambiguating the sequence
of letters rather than predicting them. If the key sequence
corresponds to two or more words, then the user can browse
through the resulting word list and choose the intended word.
T9 developed by Tegic is such a system [5]. Also systems such
as EziText by Zi Corporation [6] and iTAP by Motorola [7]
have used this method. The keystrokes per character (KSPC)
for such systems are greater than one.

2) WordWise: WordWise is developed by Eatoni Er-
gonomics [8]. It uses an auxiliary key. In this approach a key
is selected as an auxiliary key that is pressed simultaneously
with the corresponding key to the character. The auxiliary key
is red and the letters that need to be pressed simultaneously
by the key are also red. Key 1 is the auxiliary key, and letters
c, e, h, l, n, s, t, y are red. The disadvantage of such a system
is to press two keys for one character [4].

3) LetterWise: LetterWise is another method that is also de-
veloped by Eatoni Ergonomics. It considers the letter diagram
probabilities. The program selects the most probable letters
knowing the previous one. Since disambiguating of letters are
based on the already entered characters and not on the lexical
dictionary in itself, as a result the method needs a small amount
of memory and it is much easier to enter new words [9]. The
KSPC for LetterWise is 1.15.

B. Word Prediction

Word prediction systems guess the words that the user
intends to use. These words are suggested in a list to the
user that might be used in that position. The method tries to
ease writing a text to the user. Statistical language modeling
is widely used in these systems. Statistical word prediction is
made based on the Markov assumption in which only the last
n-1 words of the history affects the next word [10]. Thus, the
model could be named n-gram Markov model. Word frequency
and word sequence frequency, generally, are the methods that
are commonly used in prediction systems, especially for the
ones that are developed commercially:

1) Word Frequency: The early predictive systems, specially
the ones which were used as a writing aid tool in the 1980s,
used merely the frequency information of each word indepen-
dently to complete a word in the current position of a sentence
being typed by the user without considering the previous
context (the history). In other words, the systems used unigram
word model with a fixed lexicon. Such systems always come up
with the same prediction suggestions for a particular sequence

of letters. Since solely independent statistical information has
been used in this model, most of the time the suggestions might
be inappropriate [1], [3]. PAL [11] is a system which uses this
approach with 50% saving in keystrokes. Profet [12], [13] is
another system that uses the unigram model with 26.1% KSS
developed for four languages: English, Norwegian, Dutch, and
French.

2) Word Sequence Frequency: Using a unigram word
model for early systems, it was cleared that some of the
suggestions are not appropriate in that position of a sentence;
suggestions will be better if context is taken into account. As a
result, researchers tried to develop systems that used history as
a clue for appearance of the next words. If only the previous
word was used to predict the next word in the current position
of the sentence being typed, then it was named bigram word
model or first order Markov model. If the last two words were
used to predict the next word, then it was named trigram word
model or second order Markov model [10], [14]. WordQ [15]
and Gus [16] are examples of this method for English. The
KSS for WordQ is 53.1% [17]. Ghayoomi and Assi [18] used
a combination of un-, bi-, and trigram word model for Persian.
Their system achieved 57.57% in KSS.

FinishLine [19] and another system developed by Bickel et
al [20] have used the n-gram word model to predict sentences.

III. KNOWLEDGE-BASED MODELING

The systems that merely used statistical modeling for pre-
diction often present words that are syntactically, semantically,
or pragmatically inappropriate [21], [22]; then they impose a
heavy cognition load on the user to choose the intended word
and decrease the writing rate as a result. Omitting inappropriate
words from the prediction list gives more comfort and confi-
dence to the user. The linguistic knowledge that could be used
in prediction systems is syntactic, semantic, and pragmatic that
would be discussed below:

A. Syntactic Prediction

Syntactic prediction is a method that tries to present words
that are appropriate syntactically in that position of the sen-
tence. It means that the syntactic structure of the language
is used. In syntactic prediction Part-of-Speech (POS) tags of
all words are identified in a corpus and the system uses the
syntactic knowledge for prediction [2], [1]. Statistical syntax
and rule-based grammar are two general syntactic prediction
methods that will be described in more detail. This method
includes various types of probabilistic and parsing methods
such as Markov model and artificial neural network [23].

1) Statistical Syntax: This approach uses the sequence
of syntactic categories and POS tags for predictions. The
appearance of a word in this method is based upon the correct
usage of syntactic categories. In other words, the Markov
assumption about n-gram word tags is used.

In the simplest method, the POS tags are sufficient for
prediction. Therefore a probability would be assigned to each
candidate word by estimating the probability of having this
word with its tag in the current position and regarding the most
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probable tags for the previous word(s). Fazly [2] experimen-
tally gained the result of 49.8% in KSS for 5 word suggestions
in the prediction list.

In another approach, the predictor tries to estimate the
probability of each candidate word according to the previous
word and its POS tag, and the POS tag of its preceding word(s).
In other words, the system uses word bigram and POS trigram
model. SyntaxPal [1], [24], [25], New Profet [26], FASTY
[27], The Predictive Program [28] are systems that have used
such a method. The Predictive Program model achieved 53.3%
in KSS [2]. Ghayoomi and Daroodi [32] have used quadrogram
model for both word and POS tags in a word prediction system
for Persian. Their system achieved 42.45% KSS.

A linear combination model of POS tags tries to estimate
the probability of POS tag for the current position according to
the two previous POS tags. Then it attempts to find words that
have the highest probability of being in the current position
according to the predicted POS tag. Then, it combines this
probability with the probability of the word given the previous
word. So, there are two predictors in which one predicts the
current tag according to the two POS tags and the one that
uses bigram probability to find the most likely word. Fazly [2]
reported that experimentally the system gained the result of
53.14% in KSS.

2) Rule-based Grammar: In this approach, syntactic word
prediction would be made by using the grammatical rules of
the language. A parser will parse the current sentence by using
the grammar of the language to reach to its categories. The
parsing method can be either top-down or bottom-up [29].
Phrase Structure Rule Grammar (PSRG), Context Free Gram-
mar (CFG) [1], and Head-driven Phrase Structure Grammar
(HPSG) are the methods that could be used in prediction
systems based on grammatical rules. Windmill [1] is a sample
of systems in which has used CFG along with PSRG. The
system achieved a KSS between 37.3% to 55.1% depending
on the type of text and the prediction algorithm.

B. Semantic Prediction

Some of the predicted items in the prediction list could be
wrong semantically even though they are syntactically right.
So, suggesting the words that are syntactically and semanti-
cally correct would increase the accuracy of the predictions [1],
[22]. To reach the goal, a great semantic knowledge is tagged
to the words and phrases in a corpus. Mostly in semantic
prediction appearance of specific word with special content
is a clue to increase the probability of appearing other words
that have semantic relationships to that word. PROSE [22]
is a sample of systems used semantic knowledge of English
language.

Two methods are used for semantic prediction. One of
these methods is lexical source like WordNet in English which
measures the semantic probability of words to get assured that
the predicted words are semantically related in that context.

The other method is lexical chain that assigns the highest
priority to the words which are related semantically in that

context; the unrelated words to that context would be removed
from the prediction list.

C. Pragmatics Prediction

Pragmatics affects the predictions too. Adding the method
to the prediction procedure tries to filter the words that are
probably correct syntactically and semantically, but wrong ac-
cording to discourse. The pragmatic knowledge is also tagged
to the words in a corpus. Suggesting the words that are correct
pragmatically would increase the accuracy of predictions as
well [22]. CHAT and TalksBack [22] have used the pragmatic
knowledge of English.

TOPIC [30] is a system that has used a combination of
semantic and pragmatic knowledge of English.

IV. HEURISTIC MODELING (ADAPTATION)

To make predictions more appropriate for a specific user,
the adaptation methods are used. This approach tries to get
adapted the system to every individual user [2], [1], [3]. There
are two general methods that make the system adapted to the
users. One of the methods is short-term learning and the other
one is long-term learning that will be described in this section.

A. Short-term Learning

In this approach, the system adapts to the user on a current
text that is going to be typed by an individual user. Recency
promotion, topic guidance, trigger and target, and n-gram
cache are the methods that a system could use to adapt itself
to a user in a single text. The methods are commonly used in
prediction systems.

1) Recency Promotion: The term ”recency” has come from
cognitive psychology. This concept means a word that has
already occurred in a text will be given a higher probability
of use; thus, more likely to be used in that text again. Such a
method usually assigns dynamically higher probabilities to the
words that recently are used in the text; so, it does not only
take into account what words have been typed; but further,
how recent they have been used [23].

2) Topic Guidance: This approach is a way of adapting the
predictor to the overall subject of the current text. To do so,
the general lexicon is complemented with a domain specific
lexicon that contains words which are frequently occurring
within certain domains, though not very common in general
[3].

3) Trigger and Target: In this method, the appearance of a
word is highly correlated with other word sequences. It means
when the word A, the trigger, occurs in the text, it triggers the
word B, the target. Then it causes the target word’s probability
estimation to change [21].

4) N-gram Cache: It is assumed that if a word is used
once, it is more likely to be used again. In other words, the
previous use of a word in a context increases the probability
of that word to be used again. Using n-gram cache is a way
to capture the most common words and sequences that are
frequently used. These words would be put in the cache to get
an increased probability [21].
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B. Long-term Learning

In this method, the system gets adapted to the user by
considering not only the current text, but previous texts that
are produced by the user. As a result, gradually by using the
system more, it adapts to the user heuristically [3]. Some of the
methods for heuristics adaptations that are language specific
are adding new words, automatic capitalization, providing
inflected form of words, and compounding.

1) Adding New Words: Heuristic adaptation may involve
adding new words to the lexicon of the system whenever the
user types unknown words to the system. The added new words
could be called in the prediction list for future use [23].

2) Automatic Capitalization: Depending on the language
that the system is running for, some letters should be capital-
ized. For example, the first letter of a word at the beginning of a
sentence and also proper words must be capitalized. Automatic
capitalization allows the user to save more keystrokes [23].

3) Providing Inflected Form of Words: For some languages
which are very inflected such as German, French etc, the
prediction system would be more efficient to the user if the
system takes the inflected forms of the words into account.
The result is having higher percentage of KSS [31].

4) Compounds: Compounding is a method to make new
words from other words. Compound words are written as
a single unit. Compounds are numerous in languages like
German, French etc. Adding such a method to the prediction
systems allows the user to write compound words more easily
with higher KSS [31].

V. SUMMARY AND CONCLUSION

Briefly, different approaches which are introduced by differ-
ent researches along with their prediction methods overviewed.
Traditionally, prediction systems used only statistics and fre-
quency of use. Since some predictions were not appropriate,
syntactic knowledge of the language was added to the systems
to have better predictions. Gradually it was cleared some of the
suggestions should be filtered based on semantic knowledge
of the language; and later it was found out although some of
the predictions are appropriate syntactically and semantically,
inappropriate in terms of discourse and pragmatic knowledge
of the language to achieve higher saving in keystrokes. Beside
the methods, it is needed for the system being user-friendly
to adapt itself to the user. For achieving this goal, heuristic
methods are used in the systems.

Some systems use a combination of methods for predictions
which could use all the methods simultaneously in one system
to have better predictions with higher percentage in KSS. It
seems this method is the best approach to have appropriate
predictions by utilizing more linguistic knowledge such as syn-
tactic, semantic, and pragmatic beside the statistical knowledge
at once to save more keystrokes. Having such a system needs
a great body of available knowledge of the language to the
system. This approach might be a step forward to be closer to
the 100% KSS.
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