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Abstract—This paper proposes a novel low-cost robotic 
telepresence approach to situation awareness, initially aimed for 
hazardous environments. The robot supports omnidirectional 
movement, wide field of vision, haptic feedback and binaural 
sound. It is controlled through an augmented virtuality 
environment with an intuitive position displacement scheme that 
supports physical mobility. The operator thereby can conduct 
work away from danger whilst retaining situation awareness of 
the real environment. 
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I. INTRODUCTION

It is vital for humans to have a high level of situation 
awareness in a great number of application areas. One such 
area is work within hazardous environments, where humans are 
exposed to increased levels of danger. Awareness of changes in 
an often dynamic environment is crucial for the safety of both 
the person conducting the work as well as for persons working 
or living in close proximity. To decrease the level of risk for 
personal injury, a versatile telepresence robot would enable the 
user to be situated away from potential harm while still 
retaining vital sensory capabilities.  

Extensive work has been done within the areas of robotic 
telepresence and haptic feedback. In [4] for example, a system 
is presented in which VR is utilized to enhance the feeling of 
presence as the user remotely controls parts of an advanced 
humanoid robot. Commercial robotic telepresence products, 
such as [13] and [14], tend to provide good performance but 
price can limit their use in cost sensitive applications. 

This paper presents a complete robotic telepresence system 
that is a versatile and cost-effective platform focused towards 
remote presence. Through the use of an accompanying control 
environment, the system is able to accurately match human 
movement and manipulation through natural interaction.  

II. SYSTEM DESIGN

To retain as much of the user’s normal level of control and 
situation awareness, the robot and its interaction system must 
match a set of human features. This set of factors leads to a 
number of canonical system requirements, listed below: 

• Untethered omnidirectional movement capability; a 
human can normally translate and rotate freely in any 
direction on the ground plane. 

• Wide and high-resolution field of vision; the human 
peripheral vision system is used both for object 
detection and balance. 

• Interaction with haptic feedback; a human is able to 
interact with objects through hands and arms, relying 
on the sense of touch for muscle torque and pressure 
adjustments. 

• Hearing; directional sound apprehension can contribute 
greatly to awareness in a dynamic environment. 

• Low intersensory latency; humans exist and utilize 
their senses in real-time and noticeable delays in the 
robot’s sensory or propulsion systems can be a safety 
threat and also break the feeling of presence. 

To complement the robot, a user interface is required that 
facilitates the utilization of the robot’s capabilities. In [1]-[3] an 
immersive augmented virtuality simulator is presented by the 
authors that uses a three meter in diameter blue cylinder, 
software based chroma keying [11] and a video see-through 
head mounted display (VSTHMD). The chroma keying 
algorithm is applied to the VST camera images to digitally 
render the blue color transparent, which are subsequently 
overlaid on a computer-generated virtual environment. The 
VSTHMD, shown in Fig. 1, is custom-made to enable a high 
field of vision of 110 x 55 degrees, at a low cost. Real-time 
camera lens distortion reduction is performed on the graphical 
processing unit through Bezier patches, displayed in Fig. 2, by 
which the camera image is warped. Furthermore, wireless 
connectivity and 6 DOF tracking, combined with natural 
position displacement allows users of the simulator to 
physically move untethered. This form of simulator technology 

This work was supported by the Knowledge Foundation and MSE Weibull 
AB and is part of the graduate school: Intelligent Systems for Robotics, 
Automation and Process Control (RAP) at Örebro University in Sweden. 

Proceedings of the 2009 IEEE International Conference on Systems, Man, and Cybernetics
San Antonio, TX, USA - October 2009

978-1-4244-2794-9/09/$25.00 ©2009 IEEE
6



Figure 1. Body-mounted simulator hardware. 

Figure 2. An example of  a virtual environment with Bezier grid overlay. 

allows mixed environments to be created that facilitates the 
users to view themselves, physical items and simultaneously 
other users within a virtual environment. 

When the simulator is connected to a camera-equipped 
robot which is designed according to the previous 
requirements, the simulator’s virtual environment can be 
substituted for the robot’s camera images. The human operator 
is then able to control the robot by physical movements as if 
she or he was in the robot’s environment. Furthermore, the 
robot camera motion can be coordinated with the operator’s 
head movements while the operator’s arms control the robot 
arms. These abilities combined with the fact that the operator, 
through chroma keying, can see herself or himself in the 
robot’s environment, could increase the situation awareness of 
the operator. Augmented cognition is also possible with the 
system, by overlaying additional computer generated visual 
information. 

This form of system design creates a human-in-the-loop 
regulator, [5] and [6], where one part of the loop is 
proportionally controlled directly by the user and another is 
indirectly controlled by a PID regulator. 

The structure of the paper is as follows. Firstly, an overview 
of the robot implementation is given. This is followed by an 

explanation of the system’s method of position displacement, 
an evaluation of the system and ends with concluding remarks 
and methods for improvement. 

III. ROBOT IMPLEMENTATION

A. Untethered Omnidirectional Movement 
In relation to the first of the system requirements given in 

section II, the robot must be able to follow the human operator 
and therefore be able to simultaneously translate and rotate on 
the ground plane. To provide the necessary speed and 
acceleration, the robot has four geared DC motors, as in [7] and 
[12], which are mounted 90 degrees apart. Mounted on each 
motor is a wheel equipped with free-turning rollers at the 
periphery, as shown in Fig 3. The wheels thereby can provide 
traction in the direction normal to the motor axis, whilst it can 
slide freely in the motor axis direction. 

A motor pair, (i.e. two motors mounted 180 degrees apart), 
is used to translate the robot in one dimension. The other pair is 
used for perpendicular translation, thereby achieving two-
dimensional movement. To rotate the robot, all motors rotate in 
the same direction. This arrangement allows the robot to match 
human omnidirectional movement. Even though three motors 
would be sufficient to achieve the necessary motion, four 
motors enable more efficient translation and a higher maximum 
velocity, since the motor pairs are mounted orthogonally to 
each other. In addition, the use of four motors provides the 
robot with increased mechanical stability. 

The simulator’s tracking produces 6DOF position 
information, which is measured relative to defined marker 
patterns on the user. For robot movements, a marker pattern is 
situated on the back of the operator’s vest containing the body-
mounted simulator hardware. 

Untethered robot control is gained through an ultra-
wideband (UWB) USB hub, to which the motor and servo 
controllers are connected. No calculations are required to be 
made onboard, so the operation of the platform is both rugged 
and low-powered. 

Figure 3. Omnidirectional platform. 
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An OceanServer tilt and deviation compensated, digital 3-
axis compass is utilized to correlate the simulator’s coordinate 
system with that of the robot. 

B. Vision System 
The operator receives visual information from a camera on 

the robot. Given that high resolution images are required in 
order to provide for the necessary level of detail when using a 
wide field of vision a HDMI camera with full HD resolution 
(1920x1080) is employed. The camera is equipped with a wide 
angle lens to match the VSTHMD. Novel wireless HD links are 
utilized to transmit the camera images. At the moment UWB is 
used as it is available, but other technologies not yet on the 
market can provide a non-line-of-sight transmission. Until then, 
to maximize transmission integrity, the receiver is placed as 
close as possible to the working area of the robot. The signal is 
then relayed through an HDMI cable to the simulator. There it 
is captured, altered and sent wirelessly to the operator. 

The camera is mounted on a pan and tilt platform controlled 
by hobby servos. A marker pattern on the VSTHMD is used to 
control the platform to match head movements. Thus, head 
movements are independent of robot rotation. This is to enable 
the operator to work with a stationary robot body and arms, 
whilst allowing the movement of the head for a better 
overview. 

C. Interaction and Haptics 
The robot employs two 5DOF servo-controlled arms 

equipped with grippers. The arm servos position demands are 
calculated based on the position of marker patterns on the 
operator’s controllers.  

The joints of the wrists, as well as of those of the shoulders, 
are calculated directly from the tracking system and current 
joint positions. Only the two servos on each arm that are used 
for combined forward and backward movement of the wrist 
requires inverse kinematics calculations. The problem is 
therefore reduced to 2DOF in 2-dimensional input space. 
However, to avoid unnecessary calculations at execution time, 
forward kinematics is used to create precalculated look-up 
tables so that the joints and corresponding 2-dimensional 
position values are deduced. The servos used on the robot have 
a resolution of approximately 0.1 degrees, which limits the 
maximum size of the data arrays. More computational power is 
therefore left over for propulsion, image acquisition and 
chroma keying. 

To manipulate the opening and closing of the grippers, two 
Bluetooth controllers, Wii Remotes, are employed. One button 
controls the opening of the gripper, whilst another controls the 
closing. 

The gripper claws are equipped with thin film force sensors. 
These provide linear feedback of the force between claws and 
objects. To relay the amount of force detected by the force 
sensors to the operator, the vibrators within the Wii Remotes 
are used. This forms a low-cost implementation of interaction 
and haptic feedback when compared to, for example [8], [9] 
and [10]. However, depending on the application requirements 

and budget, the system could be fitted with more complex 
equipment. 

Other omnidirectional platforms, such as hexapods, could 
be used if this would be beneficial for the application, and 
interaction and haptics could then be integrated in the 
platform’s legs. 

Fig. 4 shows an example of the user’s view within the 
simulator. The image illustrates how the left robot arm is 
controlled by the user. Also visible are the tracking markers 
situated on the controller. The transparency of the overlaid 
image can be regulated in 256 levels. This is to ensure that the 
user’s hands do not obstruct crucial areas within the robot’s 
view. 

D. Binaural Sound 
Binaural sound is used to allow positional sound to be 

forwarded to the operator. The camera is mounted inside a 
model of a human head equipped with external ears. A 
microphone is mounted at each ear canal entrance and the 
signal is routed to the operator unaltered. This setup enables the 
use of the natural human positional sound system. However, 
the positional information can only be approximated without an 
exact copy of the operators head and ears. 

E. Latency
Only real-time capable hardware is used in the simulator to 

minimize the latency. Virtually no latency can be accepted in 
the wireless vision interfaces. A hardware accelerated HD 
capture card and a high performance multi-core processor are 
also utilized. 

The joints of the robot are controlled by high speed and 
low-cost servos and controllers. The gears attached to the robot 
propulsion motors are matched to provide velocities which are 
comparable to human walking speed. 

F. Hardware 
A block diagram over the entire system is shown in Fig. 5. 

Figure 4. An example of the user’s view through the video see-though head 
mounted display. 
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Figure 5. Hardware schematics 

IV. CONTROL

A. Position Displacement 
Fig. 6 is a plan view of the physical simulator environment 

from above, where the position displacement principle is 
illustrated. The circle represented by the radius ro shows the 
physical outer boundary of the area in which the user is 
allowed to move. “A” and “B” represent the coordinate systems 
of the robot and user respectively. The angular offset between 
the two coordinate systems, labeled pv, is due to the rotational 
angle of the user. This angle is a process variable that is read 
from the compass onboard the robot. The angular set point, sp,
is read from the tracking system and represents the user’s 
current heading. The difference between sp and pv originates 
in the robot’s failure to maintain correlation with the user due 
to for example fast user rotation or wheel slippage. This error 
value is used by a rotational velocity PID regulator. The 
innermost circle, represented by ri, is a virtual border which 
confines the area of purely absolute correlation of user and 
robot translation direction and velocity. If the user is outside 
this border, a continuous robot translation is added to the 
absolute translation. The direction of this continuous translation 
depends on the current user position relative to the origin, while 
the velocity depends on the current distance from ri. Examples 

of absolute and continuous translation are illustrated by “C” 
and “D” respectively. The continuous translation is added to 
enable robot translation in an area larger than the user 
environment. Mathematical formulas relating each of the 
quantities described above are given in the following section. 
The direction and velocity of the resulting robot translation is 
represented by “E”. The radius of ro is here instead the 
maximum robot velocity, vmax.

Using this position displacement principle, the robot’s 
position and orientation can be controlled without any other 
input than physical user movement. A result is a user that is 
physically active, which can increase the feeling of awareness 
compared to a desktop setup. 

Figure 6. Robot position displacement. 

B. Motor Control 
To enable simultaneous translation and rotation in any 

direction, the control of the four propulsion motors is 
implemented by the following steps, and updated for each   
sample: 

1) Absolute Components
“C” in Fig. 6 shows that the user has moved from the start 

to the end of the arrow within one update sample, written as 
dx/dt and dy/dt. The absolute velocity component for each 
motor pair is calculated by projecting the velocities into the 
correct quadrant in the robot’s coordinate system. Equation (1) 
shows how the absolute velocity is calculated for horizontal 
robot translation. The horizontal contribution is multiplied with 
the total velocity. Forward/backward translation uses the same 
equation, although with sine instead of cosine. 
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(1) 

2) Continuous Components 
The continuous component, calculated as in equation (2), 

depends only on positional information of the user. By analogy 
to equation (1), the horizontal component is calculated by using 
cosine and the forward/backward component using sine. The 
output velocity is calculated using the distance that the user lies 
beyond ri and the robot’s maximum translational velocity. 

 (2) 

3) Rotational Component 
The rotational velocity PID regulator, given in equation (3), 

generates a correctional velocity at each update sample. This 
velocity is common to all motors and added to each motor’s 
calculated total velocity. The maximum physical rotational 
error is ± , and the PID output is scaled accordingly as 
described below. 

              (3) 

4) Scaling 
The final motor velocities are calculated as shown in 

equation (4), which represents the horizontally moving motor 
pair. In case where any of the motor’s velocity exceeds vmax, all 
velocities are downscaled correspondingly. Equation (5) 
calculates the scaled output to the motors based on the highest 
velocity, vhighest, among all four motors. 

                                (4) 

                              (5) 

5) Regulator  
Fig. 7 shows an illustration of the system’s regulator 

functions. The user is the human-in-the-loop as the robot relays 
visual and haptic information to be processed and reacted to 
directly by the user. The compass is only used for alignment of 
the user and robot coordinate systems. The user is responsible 
for correcting translational deflection, due to, for example 
surface inclination or uneven surface resistance. If the wheels 
start to slip the user will notice this through changes in the 
images and audio from the robot and then be able to react. 
Although the motors can be made to compensate for any 
incline, using the pitch and roll data available from the 

compass and/or angular rate counters on the wheels, this has 
not been implemented. The reason for this is, that the intention 
is to make the user aware of the robot’s surrounding 
environment, by forcing the user to compensate for this motion. 

With the exception of image and audio feed to the user, the 
update rate of the regulator loop is primarily limited by the 
compass. The compass can provide a refresh rate of maximum 
40Hz with an accuracy of 1°. 

Figure 7. Regulator schematics 

V. EVALUATION

Early evaluation of the system implies that situation 
awareness and presence is improved when compared to a 
desktop configuration. The system can be extended to enable, 
for example, lifting, assembly and manipulation of real 
equipment within hazardous environments. 

The dominant system latency originates in the acquisition 
of the robot camera images, which have a latency of 
approximately 20ms before they are presented to the user. The 
minor part of this is due to the relatively large amount of data 
that has to be transferred to the video memory for each frame. 
The major part is generated by the camera itself, which requires 
time to output each image. This problem can be addressed by 
using an alternative camera with lower latency. 

VI. CONCLUSIONS

It is shown that a relatively low-cost robotic telepresence 
system can be built that allows a high amount of situation 
awareness and with several of the human capabilities 
transferred. The system supports intuitive and natural position 
displacement and correlated arm movements. The operator uses 
physical movements to control the robot instead of common 
desktop interaction or joysticks. 

The system could be improved in a number of ways, 
depending on, for example, haptic and physical needs of the 
application. Examples of improvements would be stereoscopic 
vision and the use of manipulator arms with more joints and 
higher lifting capacity. Another example is control of the 
optical zoom of the camera, which can be implemented through 
multi-modal input.  
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Future work will include a thorough evaluation of usability 
and presence. The aim is also to further develop the body-
mounted hardware to increase comfort and ease of use.  

ACKNOWLEDGMENT 

The authors gratefully acknowledge the advice of Professor 
Sillitoe, Department of Engineering and Technology, 
University of Wolverhampton, U.K., in the preparation of this 
paper. 

REFERENCES

[1] D. Johansson and L. J. de Vin, “An augmented virtuality simulator with 
an intuitive interface: concept, design and implementation,” Proceedings 
of Virtual Reality International Conference VRIC 09, Laval, France, 
2009. 

[2] D. Johansson and L. J. de Vin, “A low cost video see-through head 
mounted display for increased situation awareness in an augmented 
environment,” Proceedings of Intuition 2008, Turin, Italy, 2008. 

[3] D. Johansson and L. J. de Vin, “Design and development of an 
augmented environment with high user mobility for training purposes,” 
Proceedings of Mechatronics’08, Limerick, Ireland, 2008. 

[4] Y. H. Seo, H.Y. Park, T. Han and H.S. Yang, "Wearable telepresence 
system using multi-modal communication with humanoid robot," 
Proceedings of ICAT 2003, Tokyo, Japan, 2003. 

[5] J. Tang, Q. Zhao and R. Yang, “Stability control for a walking-chair 
robot with human in the loop,” International Journal of Advanced 
Robotic Systems, Vol. 6, No. 1, 2009, pp. 47-52. 

[6] R. Stanciu and P. Y. Oh, “Feedforward control for human-in-the-loop 
camera systems,” Proceedings of the 2004 IEEE International 
Conference on Robotics and Automation, New Orleans, LA, USA, 2004. 

[7] R. Rojas and A. G. Forster, “Holonomic control of a robot with 
omnidirectional drive,” Künstliche Intelligenz, Vol. 20, Nr. 2, 2006. 

[8] C. Glover, B. Russell, A. White, M. Miller and A. Stoytchev., "An 
effective and intuitive control interface for remote robot teleoperation 
with complete haptic feedback," Proceedings of the 2009 Emerging 
Technologies Conference (ETC), Ames, IA, USA, 2009. 

[9] A. Shiele and G. Visentin, “The ESA human arm exoskeleton for space 
robotics telepresence,” Proceedings of the 7th International Symposium 
on Artificial Intelligence, Robotics and Automation in Space: i-SAIRAS 
2003, NARA, Japan, 2003. 

[10] R. J. Stone, “Haptic feedback: a potted history, from telepresence to 
virtual reality,” Proceedings of the Workshop on Haptic Human-
Computer Interaction, Glasgow, UK, 2000. 

[11] F. vd Bergh and V. Lalioti, “Software chroma-keying in immersive 
virtual environments,” South African Computer Journal, No. 24, 1999, 
pp. 155-162. 

[12] http://seniord.ece.iastate.edu/may0835/robot_chassis.html, visited on 
25/06/09. 

[13] http://anybots.com, visited on 25/06/09. 
[14] http://robodynamics.com, visited on 25/06/09. 

11



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


