
  
Abstract—Autonomous drive of wheeled mobile robot (WMR) 

needs implementing velocity and path tracking control subject to 
complex dynamical constraints. Conventionally, this control 
design is obtained by analysis and synthesis of the WMR system. 
This paper presents the dual heuristic programming (DHP) 
adaptive critic design of the motion control system that enables 
WMR to achieve the control purpose simply by learning through 
trial. The design consists of an adaptive critic velocity 
neuro-control loop and a posture neuro-control loop. The neural 
weights in the velocity neuro-controller (VNC) are corrected with 
the DHP adaptive critic method. The designer simply expresses 
the control objective with a utility function. The VNC learns by 
sequential optimization to satisfy the control objective. The 
posture neuro-controller (PNC) approximates the inverse velocity 
model of WMR so as to map planned positions to desired velocities. 
Supervised drive of WMR in variant velocities supplies training 
samples for the PNC and VNC to setup the neural weights. In 
autonomous drive, the learning mechanism keeps improving the 
PNC and VNC. The design is evaluated on an experimental WMR. 
The excellent results make it certain that the DHP adaptive critic 
motion control design enables WMR to develop the control ability 
autonomously. 
 

Index Terms—Adaptive critic design, autonomous robot, 
neuro-control, dual heuristic programming, reinforcement 
learning 
 

I. INTRODUCTION 
utonomous wheeled mobile robot (WMR) relies on using 
sensors to percept its surroundings and using motion 
controller to drive to the destination. In the motion control, 

WMR should be capable of performing trajectory tracking, path 
following and stabilization. Since WMR is a nonholonomic 
dynamic system with intrinsic non-linearity, and commonly 
with unmodeled disturbance and unstructured, unmodeled 
dynamics [1]. Therefore, unless the mass is negligible [2], the 
motion control should consider the dynamics of WMR [3], [4]. 
Conventionally, this control design relies on engineers to 
analyze and synthesize the WMR system [5]-[7]. But usually 
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difficulties arise from absence of accurate WMR model. Fuzzy 
control may skip the model but needs domain expert to 
construct the fuzzy rules [8], [9]. Controllers based on neural 
networks or neuro-fuzzy networks may construct the control 
function by learning the training samples [10]-[12]. But 
preparing appropriate training samples usually needs an 
existing controller. This limits the applications of neural and 
neuro-fuzzy learning control to a minimum. Alternatively, the 
adaptive critic motion control design presented in this paper 
enables WMR to build the control function by learning to 
optimize an objective function. No domain expert to setup the 
control rules and no existing controller to generate the training 
samples are required. In our laboratory, an experimental WMR 
was developed and its mathematical model was formulated and 
identified [13]. A hierarchical fuzzy control system was 
implemented and shown able to conduct the motion of WMR 
[14]. Furthermore, the experimental WMR was equipped with a 
stereovision system to enable autonomous path finding and 
collision avoidance [15]. In this paper, we assume the 
stereovision system foresees nearest path and the WMR system 
must construct the motion control function entirely through 
learning by trials. Essentially, this extends the definition of 
autonomous robot to autonomous setup of intelligence. But 
presently the autonomous setup is limited to the motion control. 
The idea is to obtain the motion control by learning to satisfy or 
optimize a specified objective function. Trials, actually 
supervised trials for the sake of safety, supply training samples 
to correct the neural networks. As a result, the neural networks 
can learn the motion control without reference to any existing 
controller. The dual heuristic programming (DHP) adaptive 
critic method [16], [17] is invoked to design the learning system. 
Multilayer perceptrons, a type of feedforward neural networks, 
are used as the basic learning structure to construct the posture 
neuro-controller (PNC) and velocity neuro-controller (VNC). 
The PNC learns to map planned positions to suitable desired 
velocity. The VNC learns to conduct the WMR motion so as to 
track the desired velocity. Supervised and autonomous drive of 
WMR in variant velocities supplies training samples for the 
PNC and VNC to correct the neural weights. The proposed 
design is evaluated with the experimental WMR. 

This paper is organized as follows: Section II presents the 
architecture of the interested autonomous WMR and illustrates 
the blocks in the adaptive critic motion control system. Section 
III formulates the adaptive critic motion control design. Section 
IV evaluates the control performance with the experimental 
WMR. Section V is the conclusions. 
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II. ARCHITECTURE OF THE AUTONOMOUS WMR SYSTEM 
The interested WMR is a four-wheeled mechanism shown in 

figure 1. The front wheels are passive, whereas the rear wheels 
are motorized independently to give the differential rotation 
configuration. Notations are defined as follows: d is the 
displacement from the point P along the cX  axis to the center of 
mass; r is the radius of driving wheels; cm  is the mass of the 
WMR body (i.e. excluding the driving wheels and their 
associated rotors); wm  is the mass of a single driving wheel (i.e. 
taking the associated rotor into account); cI  is the moment of 
inertia of the body; wI  is the moment of inertia of each driving 
wheel about the axle; mI  is the moment of inertia of each 
driving wheel about a wheel diameter; v is the linear velocity; w 
is the angular velocity; θ  is the angle of orientation, lϕ  and rϕ  
are angular speeds of left and right wheels, respectively. An 
experimental system of such WMR with stereovision has been 
assembled in our laboratory [13]-[15]. Table 1 lists the main 
figures. The experimental WMR is completely autonomous 
because data are elaborated without any external aid, and its 
sensors are the encoders attached to the rear wheels and the 
stereo camera module with digital output. 

 

 
Fig. 1 A schematic top view of the experimental WMR 

 
Table 1 Mechanical figures of the experimental WMR. 

b(m) d(m) r(m) wc(m)  
0.265 0.1 0.125 0.8  
mc(kg) mw(kg) Ic (kg m2) Iw(kg m2) Im(kg m2) 
110 5 1.057 0.004 0.002 
 

Using Lagrange formalism, the dynamical model of WMR is 
described as [13], [18] 

uqBτqGqFRqqCRqM )()()(),()( =++++ d   (1) 
where T

rlyx ],,,,[ φφθ=q  is the generalized coordinate vector to 
characterize WMR, Twv ],[=R  in which v is the linear velocity 
and w is the angular velocity, T

rl ],[ ττ=u  are the input torques 

generated by the left and right motors. The parameter matrices 
in (1) are 
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where wc mmm 2+= , and )(qF , )(qG  and dτ  are unknown 
terms corresponding to frictional, gravitational and disturbed 
forces, respectively. To conduct the WMR motion needs 
implementing velocity and trajectory tracking control. 
Hierarchical fuzzy control was shown a feasible approach [15], 
but the fuzzy rules are constructed by a domain expert. 
Alternatively, this paper seeks to build the motion control 
function entirely through learning by trials. The innovative 
approach is called the adaptive critic motion control system 
which consists of mainly a posture neuro-control loop and a 
velocity neuro-control loop. As shown in figure 2, the 
stereovision unit percepts the surroundings to find a forward 
path. According to the path, feedback positions and the physical 
limitations of WMR, the path planner produces the planed 
positions. The PNC learns by approximating the inverse 
velocity model of WMR to map the planned positions to the 
desired linear and angular velocities. The VNC is a DHP 
adaptive critic design which invokes reinforcement learning to 
obtain the velocity control. Learning begins with supervised 
drive in variant velocities to build the neural weights. In 
autonomous drive, the learning mechanism keeps correcting the 
neural weights to improve the control performance. 
 

 
Fig. 2 Architecture of adaptive critic motion control system of 

WMR 

III. DESIGN OF THE DHP ADAPTIVE CRITIC MOTION CONTROL 
SYSTEM 

A. The DHP adaptive critic velocity neuro-controller (VNC) 
Adaptive critic methods are usually practiced with model 

based learning structures such as neural or neuro-fuzzy 
networks. They have common roots as generalizations of 
dynamic programming for neural reinforcement learning 
approaches and have a capability of optimization over time 
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under conditions of noise, uncertainty, and nonlinearity [16]. 
Heuristic dynamic programming (HDP), dual heuristic 
programming (DHP), and globalized dual heuristic 
programming (GDHP) are the main categories of adaptive critic 
designs [17]. They are differentiated by the critic output. HDP 
uses the critic to estimate the value function in the Bellman 
equation of dynamic programming. In DHP, the critic 
approximates the derivatives of the value function to facilitate 
the computation in the gradient descent correcting rule. The 
critic in GDHP estimates both the value function and its 
derivatives. DHP was shown to have a superior performance to 
HDP and no observable improved performance by GDHP [19], 
[20]. Therefore, DHP is chosen for the adaptive critic motion 
control design of autonomous WMR. 

 

 
 

Fig. 3 Architecture of the DHP adaptive critic velocity 
neuro-controller 

 
As shown in figure 3, the DHP adaptive critic VNC consists 

of neural networks to implement the action, critic, verification 
and even the plant model. In the figure, R(t) represents the 
state variable, u(t) is the control signal and U(t) which depends 
on R(t) is the primary utility function defined by the user for the 
specific application context. The neural weights in the action 
are corrected to minimize not only the present utility function 
alone but also the sum of all future values of U(t). The 
verification and critic approximate the derivatives of the 
secondary utility function J (the value function) with respect to 
its state variables at present and immediate future instances. In 
the Bellman equation of dynamic programming, J is expressed 
as 
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Therefore, the neural weights in the verification are corrected to 
minimize the following error function over time 
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s

ss tttE 25.0)( λλ                          (6) 

Using the gradient descent method, the correcting rule of the 
verification is obtained as 
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where α  is the learning rate and iw  is a neural weight of the 
verification. The critic duplicates the neural weights in the 
verification and therefore no correcting rule is needed.  

The objective of the action is to perform control so as to 
minimize J. The correcting rule is 
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where β  is a positive learning rate and )(twik  is a neural 
weight of the action. The plant model predicts the immediate 
future state )1( +tR  and calculates certain partial derivatives 
pertaining to the plant being controlled. The objective of the 
VNC is to track the desired velocities as closely as possible. 
Therefore the primary utility function is chosen as 

22 ))()((25.0))()((25.0)( tttvtvtU dd ωω −+−=         (9) 

B. Neural networks in the velocity neuro-controller  
Multilayer perceptrons (MLP) is used to implement the 

action, verification and critic of the VNC. The action has four 
inputs (v(t),w(t),vd(t),wd(t)) and two outputs corresponding to 
wheel’s driving torques (τl(t),τr(t)). Figure 4 shows a block 
diagram of the action neural network. The number of hidden 
neurons is an experienced choice and each hidden neuron has a 
hyperbolic-tangent activation function. The output layer has 
two neurons and each with a linear activation function. 

The critic neural network has four inputs (v(t+1), w(t+1), 
vd(t), wd(t)) and two outputs (λ°1(t+1), λ°2(t+1)). Figure 5 shows 
its architecture. The activation functions are chosen the same as 
that of the action network. The verification neural network has 
architecture identical to the critic neural network except the 
inputs and outputs are (v(t),w(t),vd(t),wd(t)) and (λ1(t),λ2(t)), 
respectively. The DHP method needs the plant model to predict 
the immediate future states and calculate the plant Jacobian 
quantities. Although neural modeling is possible, the analytic 
model of WMR [13] is adopted in this design. 
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Fig. 4 Architecture of the action neural network 

 
 

Fig. 5 Architecture of the critic and verification neural networks 
 

C. The posture neuro-controller (PNC) 
The PNC maps the planned positions to the desired linear and 

angular velocities. Therefore, learning is obtained by 
identifying the inverse velocity model of WMR. But for 
learning convergence, the inverse velocity model and the PNC 
have standalone neural networks. Figures 6 and 7 show the 
architectures of the linear and angular PNC, respectively. The 
number of hidden neurons is an experienced choice. Each 
hidden neuron has a hyperbolic-tangent activation function. 
Output layer has two neurons and each with a linear activation 
function. The linear PNC has 12 inputs organized from two 
planned and five feedback positions. 
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The multi-step position inputs also imply the required velocity 
and acceleration for the PNC to determine the outputs. The 
outputs are the candidate linear velocities )]1(),([ +tvtv cc . 
Similarly, the angular PNC has 18 inputs as below 
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The outputs are the candidate angular velocities 
)]1(),([ +twtw cc .  The desired velocities are taken as 

)]1()(),([],[ 21 ++= twtwtvwv cccdd σσ                  (12) 

where normally 11 =σ  and 02 =σ while nonzero 2σ  
represents feed-forward compensation. The usefulness of the 
feed-forward compensation in resulting smooth motion will be 
studied. Figure 8 shows the scheme of learning the inverse 
velocity model. Backpropagation with Levenberg Marquardt 
algorithm (LM) [21] is used to correct the neural weights. 
Supervised drive in variant (random) velocities supplies the 
training samples to build the neural weights. In autonomous 
drive, the inverse velocity model is corrected slightly. 
 

 
Fig. 6 Architecture of the linear PNC 

 

 
Fig. 7 Architecture of the angular PNC 
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Fig. 8 Architecture of learning the inverse velocity model 

D. The path planner 
The stereovision unit locates a target and finds a collision free 

path. According to the path and considering the physical 
constraints of WMR, the path planner modifies the path by 
smoothing and produces planed positions to approach the 
destination. The arc-line algorithm [22] is adopted to plan a 
smooth path. As illustrated in figure 9, this algorithm mainly 
replaces the line segments around the intersection of two 
straight lines with a smooth curve. First, the start point 
S(xs,ys,θs) on the first line, the end point E(xe,ye,θe) on the 
second line, the intersection point I(xi,yi,θi) of these two lines, 
and the angle ( dφ = θi - θe) between these two lines are found. 
Then we assume a value of curvature (γ ) to find the transition 
point T(xt,yt,θt) on the first line, the distance )2/tan( dφγ  to the 
intersection point, and the center point C(xc,yc). Finally, we use 
the arc starts at point T to replace the original straight line 
segments. 

Denote the physical limits of WMR in one-step displacement 
and steering-angle as maxd  and maxφ , respectively. Then by 
constructing a displacement vector from present position 

),,( ppp yx θ  to a target position (xb,yb) selected on the planed 
path, the desired displacement dp and steering angle pφ  can be 
calculated. When they violate the physical limits, the maximum 
allowable values are used.  Then the planed position and 
orienting angle are calculated as 
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The above procedure is iterated once again to obtain planed 
positions and orienting angles for two sampling times.  

 
Fig. 9 Planning a smooth path by using the arc-line algorithm 

IV. PERFORMANCE OF THE DHP ADAPTIVE CRITIC MOTION 
CONTROL SYSTEM 

A. Performance of the adaptive critic velocity control system 
In this study, all neural weights in the neural networks of the 

action, critic and verification are initialized with values chosen 
randomly in the range [-0.1, 0.1]. The training samples are 
generated with (14) for 1000 samples (i=1~1000). 
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These training samples are used to train the adaptive critic 
velocity control system for 500 epochs. Then the WMR system 
is tested to track a set of desired velocity patterns described by 
the following equation: 
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Figures 10 and 11 show the results of velocity tracking. The 
accurate velocity tracking confirms the excellent performance 
of the adaptive critic velocity control system. 

B. Performance of the inverse velocity model 
In this study, all neural weights are initialized with values 

chosen randomly in the range [-0.1, 0.1]. The fuzzy posture 
controller used in [13] is connected to the adaptive critic 
velocity control system to conduct the WMR motion. During 
tracking a variety of trajectories, the desired velocities and the 
corresponding WMR positions at each sampling time are 
recorded as the training samples to train the PNC. Then the 
trained WMR system is commanded to track a sequence of 
positions calculated with 

)
1000
33cos( xy π=                                  (16) 

The desired velocity and the corresponding output position at 
every sampling time are recorded as test samples.  Then the 
position test samples are fed into the inverse velocity model 
sequentially and the outputs are compared with the velocity test 
samples. The results are presented in Figures 12 and 13. These 
excellent results show the inverse velocity model is well 
trained. 

C. Performance of the posture control system 
The trained WMR system is commanded to track a path 

containing a right turn. The following cases study the 
performance of the posture control system under dmax=0.035 
and maxφ =0.03. 
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Case 1: 11 =σ  and 02 =σ in (12) 
This case compares the responses of the posture control 

system with and without the path planer. Without the path 
planner the system has no knowledge of the right turn until it 
occurs. Figure 14 shows, although the path tracking is 
successful, large overshoot occurs around the right turn. When 
the path planner makes out planned positions along a smooth 
path with R=1.1. The result in figure 14 shows the overshoot is 
eliminated. 
Case 2: effect of feed-forward compensation, 02 ≠σ in (12) 

This case studies the possibility of substituting the path 
planner by using 02 ≠σ  in (12). Figure 15 shows the results of 
using 121 =+ σσ . It seems no observable improvement is 
obtained. Figure 16 compares the results of using 11 =σ  for 

02 =σ , 1.02 =σ , and 2.02 =σ , respectively. This application 
shows the feed-forward compensation may change the 
orientation in advance to reduce the overshoot. But in general 
using the path planer obtains better results. 

V. CONCLUSION 
Adaptive critic motion control design extended the 

autonomous capability of WMR to learn the control function by 
trial. Eventually, theoretical analysis and synthesis of the 
dynamic control system were reduced to the minimum. Detailed 
formulations of the DHP adaptive critic motion control design 
were presented. The VNC corrected the neural weights by 
sequential optimization so that the WMR motion control was 
able to comply with the plant dynamics and unknown 
disturbances. The PNC mapped planned positions to desired 
velocities by implementing the inverse velocity model of 
WMR. The inverse velocity model was obtained by on-line 
neural network approximation. The overall motion control 
system learned to optimize the specified objective functions 
instead of any existing controller or representative training 
samples. The feasibility of the proposed design was validated 
on the experimental WMR and successful results were 
obtained. Further research should study the design strategy to 
guarantee the convergence of multi-loop learning systems. 
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Fig. 10 Result of the linear velocity tracking  
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Fig. 11 Result of the angular velocity tracking  
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Fig. 12 Comparing model generated linear velocity (actual) 

with the test sample (desired) 
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Fig. 13 Comparing model generated angular velocity (actual) 

with the test sample (desired) 
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Fig. 14 Path tracking with and without the path planer 
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Fig. 15 Path tracking using the weighted average method 
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Fig. 16 Path tracking using the feed-forward compensation 

method  
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