This paper aims to present an original technique in order to compute the optimal policy of a Markov Decision Problem with continuous state space and discrete decision variables. We propose an extension of the Q-learning algorithm introduced in 1989 by Watkins for discrete Markov Decision Problems. Our algorithm relies on stochastic approximation and functional estimation, and uses kernels to locally update the Q-functions. We state under mild assumptions a convergence theorem for this algorithm. Finally, we illustrate our algorithm by solving two classical problems: the Mountain car Task and the Puddle World Task.

I. Introduction

In a Markov Decision Problem (MDP), an agent wanders in a Markovian environment and tries to minimize its expected long-term reward (or to minimize its long-term cost), by performing actions that only have to depend on the current state.

Simple examples of MDPs are concerned with leading an agent moving on a surface to a certain goal in shortest time, when its trajectory may be affected by some sort of deterministic or stochastic process (wind for example). More complicated tasks may be written using the mathematical model of MDPs, such as controlling an hydro-power plant that has to satisfy a demand over a certain period of time, while minimizing the cost of the thermal power production if the hydro-power plant cannot supply the demand completely.

Dynamic programming is a powerful methodology for dealing with sequential decision making problems under uncertainty like MDPs. In the case of a continuous state space, the usual approach is to discretize the state space and to apply recursively the Bellman operator. This discretization usually leads to very large state spaces, and is known as the curse of dimensionality.

An additional complexity arises in the stochastic case, since the conditional expectation appearing in the Bellman equation must also be approximated through a discretization of the dynamics.

However, in the MDP setting, reinforcement learning combined with the theory of dynamic programming led to very efficient algorithms in the case of a discrete state space, via the TD(λ) algorithm of Sutton [15] and the Q-learning algorithm of Watkins [18]. Moreover, it is proved that Q-learning (cf. [18, 19, 9]) and TD(λ) (cf. [17, 8]) algorithms converge with probability one.

Unfortunately, in the case where the state space is continuous, discretizing can only lead to near-optimal solutions. Ormoneit and Sen [12] or Glynn [11] recently proposed to estimate the value functions using non-parametric regression methods, such as kernel-based methods. They showed that their algorithm could be applied even when classical algorithms based on discretization of the state space failed to converge. A major drawback is that the method is not recursive: it approximates the value function using estimation points, and when one wants to increase the number of estimation points, the previous estimate cannot be used to derive the new one.

We present an algorithm that extends Q-learning to the case of a continuous state space, by using local updates with kernels to estimate the value functions. Our method is recursive and non-parametric. The characteristic of a recursive method is the possibility to increase the accuracy of the approximation by a simple update of the previous value. It is based on stochastic approximation (see [13], or [10] for an historical survey of these techniques).

Since we avoid the space discretization, our method leads to the optimal solution of the original problem. Moreover, it is convenient from a practical point of view since it avoids discretizing the dynamics.
Ormoneit and Sen’s algorithm [12] differs from ours since it is not recursive, therefore it requires to set a priori finite collection of kernels and then iteratively apply their estimate of the Bellman operator in order to obtain an approximation. Their main result ensures that approximation converges in probability to the true Bellman function as the cardinal of kernels increases. On the contrary we do not compute directly from a set of historical outcomes but we improve our estimate of the Bellman function as new data are observed.

In section II, we present the Q-learning formulation. Afterward we introduce the Q-learning algorithm, which is closely related to our proposed method. In the same section, we present our kernel method and state a theorem that summarizes the properties of our algorithm. Then, in section IV, we solve the mountain car task, compare with Jong’s results [9] and show how the proposed algorithm is efficient in this case. We also address the Puddle World Task which involve random variables.

II. Theoretical Framework

II.1. The Q-learning formulation. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, all random variables are supposed to be defined from $\Omega$ onto another measurable space. If $G$ is a random variable, its probability distribution is denoted $\mathbb{P}_G$. Let us consider an optimal control problem with a finite set of decision and dates $\{0, 1, \ldots, T\}$. The uncertainties $W$ are supposed to be independent random variables $(W_t)_{t \leq T}$ with values in $\mathbb{R}^m$. Let $(X_j)_{j \leq t \leq T}$ be the controlled process random with values in $S \subseteq \mathbb{R}^d$ defined by:

$$X_{j+1} = f_j (X_j, \gamma_j (X_j), W_{j+1}), \forall j \in \{0, \ldots, T-1\},$$

with: $\gamma_j : S \rightarrow \mathbb{U}^{ad}$ the decision rule.

We denote by $L_j (X_j, \gamma_j (X_j), W_{j+1})$ the cost at state $X_j$ when action $\gamma_j (X_j)$ is taken, and uncertainty $W_{j+1}$ occurs. We also consider a cost at final time denoted $G(X_T)$. Our aim is to minimize the expected global cost, starting from a state $X_0 \in S$, i.e.:

$$V_0^*(X_0) = \min_{\gamma_0} \mathbb{E}\left[ \sum_{j=0}^{T-1} L_j (X_j, \gamma_j (X_j), W_{j+1}) + G(X_T) \bigg| X_0 \right],$$

with: $\gamma_j : S \rightarrow \mathbb{U}^{ad}, \forall j = 0, \ldots, T$.

Now let us note $V_j^*(x)$ the expectation of the future cost under the optimal policy, starting from state $x$ at time $j$. Equation (1) can be rewritten as a dynamic programming equation, let $x \in S$:

$$V_j^*(x) = \min_{u \in \mathbb{U}^{ad}} \mathbb{E}\left[ L_j (x, u, W_{j+1}) + V_{j+1}^* (f_j (x, u, W_{j+1})) \right],$$

with: $V_T^*(x) = G(x)$.

We now present the Q-learning counterpart of equation (2). Let us denote by $Q_j^*(x, u)$ the expectation of the future cost starting from state $x$ and taking action $u$ at time $j$. We have the following relation between $Q_j^*$ and $V_{j+1}^*$ valid for $j = 1, \ldots, T - 1$:

$$Q_j^*(x, u) = \mathbb{E}\left[ L_j (x, u, W_{j+1}) + V_{j+1}^* (f_j (x, u, W_{j+1})) \right].$$

Moreover, $Q_j^*$ can be derived from $Q_j^{*1}$ as follows:

$$Q_j^*(x, u) = \mathbb{E}\left[ L_j (x, u, W_{j+1}) + \min_{v \in \mathbb{U}^{ad}} Q_j^{*1} (f_j (x, u, W_{j+1}), v) \right],$$

$$Q_{T}^*(x, u) = G(x), \forall x \in S.$$

Preceding equations can be seen as a fixed point equation on $Q^* = (Q_j^*)_{0 \leq t \leq T}$.

II.2. The Q-learning algorithm. We now consider the feasible decision sets $(\mathbb{U}^{ad})_{j=0, \ldots, T}$ to be finite. At this step, the policy $\gamma_j$ at each time $j$ is still a mapping from the state space $S$ onto the feasible decision set $\mathbb{U}^{ad}$. The classical Q-learning approach [16, 19, 17, 8] applies in the case where the state space $S$ is discrete and not too large.

In order to estimate $Q_j^*$, the Q-learning algorithm uses the following update rule:

$$Q_{j+1}^*(x, u) = Q_j^*(x, u) + \delta_j \Delta_j^{k+1} (x, u), \forall (x, u) \in S \times \mathbb{U}^{ad},$$

$$\Delta_j^{k+1} (x, u) = L_j (x, u, W_{j+1}) + \min_{v \in \mathbb{U}^{ad}} Q_j^{k+1} (f_j (x, u, W_{j+1}), v) - Q_j^*(x, u),$$

and $W_j$ is a realization of the process $W_j$. Note that at each iteration the update is performed for every state and action $(x, u)$, and each time step.

Instead of updating $Q_j^*$ for every state and action $(x, u)$. Sutton [15] proposed to randomize this operation by drawing realizations $X_j^k$ of the random variable $X_j$.

II.3. Q-learning with kernels. Let $(\mathbb{U}^{ad}, \mathbb{P}(\mathbb{U}^{ad}), \pi)$ be a probability space. Henceforth we will suppose we have always $(\mathbb{U}^{ad}, \mathbb{P}(\mathbb{U}^{ad}), \pi) = (\mathbb{U}^{ad}, \mathbb{P}(\mathbb{U}^{ad}), \pi)$. We propose an alternative approach that is non-parametric and avoids any a priori discretization of the state space. However, decision space $\mathbb{U}^{ad}$ is still assumed discrete. The finite decision space $\mathbb{U}^{ad}$ is randomly explored along the iterations as well by drawing possible decisions $u$ according to probability $\pi$.

Our algorithm reads as follows:

Algorithm II.1. Initialize $Q_j^0$ to 0 for all $j \in \{0, \ldots, T - 1\}$, Step $k \geq 0$:

- Draw $X_j^k$ according to $X_0$ independently from the past samples,
- Draw $(W_j^k)_{j \leq t \leq T}$ according to the probability distribution of the random variable $(W_1, \ldots, W_T)$ independently from the past samples,
- Draw $U_j^k = (U_j^k)_{0 \leq t \leq T-1}$ according to the probability distribution $\pi \otimes T$ independently from the past samples,
- Finally compute $X_j^k = (X_j^k)_{1 \leq j \leq T}$ according to:

$$X_j^k = f_j (X_j^k, U_j^k, W_j^k).$$
Update the value functions $Q^k_j$:

\[
\begin{align*}
Q_T^k(x,u) &= G(x), \quad \forall x,u, \\
Q_{k-1}^k(\cdot,\cdot) &= Q_{k-1}^k(\cdot,\cdot) + \rho^{k-1} \Delta^k K_{k-1}(X^k_j, U^k_j, \cdot, \cdot), \\
Q_0^k(\cdot,\cdot) &= Q_{k-1}^k(\cdot,\cdot) + \rho^{k-1} \Delta^k K_0(X^k_j, U^k_j, \cdot, \cdot), \\
\end{align*}
\]

where, for all $j = 0, \ldots, T - 1$, $\Delta^k_j = \Delta^k_j(X^k_j, U^k_j)$.

Functions $K^k_j$ are kernels, a typical choice for these mappings is the Gaussian kernel:

\[
K^k_j(x,u,x',u') = \exp\left(-\frac{\|x-x'\|^2}{\sigma^2}\right)
\]

where $\sigma^2 \to 0$ when $k \to +\infty$.

Since we draw the decision $\mu_j$ independently from the number of iterations $k$, $X_j$ follows a law of probability that is independent of $k$. Thus, we can define the following inner products and norms of iterations $k$:

\[
\langle g, h \rangle_{\mu_j} = \mathbb{E} \left[ \sum_{i=1}^{\text{card}(\Omega_j)} \pi_{u_i} g(X_j, u_i) h(X_j, u_i) \right],
\]

\[
\|c\|_{\mu_j}^2 = \mathbb{E} \left[ \left\langle c, (f_{j-1} (?, W_j)), (f_{j-1} (?, W_j)) \right\rangle_{\mu_{j-1}} \right],
\]

Moreover, we introduce:

\[
v^k_j(x) = \arg\min_{v \in \mathbb{R}^d} Q^k_j(x, v),
\]

and:

\[
r^k_j(x,u) = \mathbb{E}^k \left[ \Delta^{k+1}_j(x,u) \right].
\]

Finally, we denote by $V^k_j(x) = \min_{v \in \mathbb{R}^d} Q^k_j(x, v)$ the $k$-th approximation of the Bellman function on $x$.

**Theorem II.1.** If $\min_{v \in \mathbb{R}^d} \pi(u) > 0$ and if for all $j \in \{0, \ldots, T\}$, there exists $b_j \in \mathbb{R}$ such that:

\[
\left\| r^k_j (\cdot, \cdot) - \mathbb{E}^k \left[ r^k_j(X^k_{j+1}, U^k_{j+1}) \right] \right\|_{\mu_j} \leq b_j \epsilon^k (1 + ||\mu_j||_{\mu_j}),
\]

\[
\mathbb{E}^k \left[ \left\| K^k_j \left( \sum_{i=1}^{\text{card}(\Omega_j)} \pi_{u_i} g(X_j, u_i) h(X_j, u_i) \right) \right\|_{\mu_j} \right] \leq b_j \epsilon^k (1 + ||\mu_j||_{\mu_j}),
\]

\[
\sum_{k \in \mathbb{N}} \rho^k \epsilon^k \to 0, \quad \sum_{k \in \mathbb{N}} \rho^k \epsilon^k \to +\infty, \quad \sum_{k \in \math{N}} \rho^k \epsilon^k = +\infty,
\]

where $\epsilon^k = (\sigma^k)^d$ and $\sigma^k$ is the bandwidth of the kernel. Then $Q$-functions $Q^k_j$ defined by Algorithm II.1 converge a.s., when $k \to +\infty$, to the solution.

The proof of the theorem II.1 can be found in [2] and follows from the general result published in [4]. Indeed, the algorithm II.1 is a perturbed sub-gradient algorithm and can be written as follows:

\[
Q^{k+1} = Q^k + \rho^k \epsilon^k (s^k + w^k),
\]

where $s^k_j = r^k_j$ and $w^k$ is defined by:

\[
w^k_j = \Delta^k_j \frac{1}{\epsilon^k} K^k_j(X^k_j, U^k_j, \cdot, \cdot) - r^k_j.
\]

The vector $s^k_j$ is a descent direction for the Lyapunov function $L(Q) = \frac{1}{2} \sum_{j=1}^{T} \|Q_j - Q_j^\dagger\|_{\mu_j}$. We then need that the perturbation $w^k_j$ satisfies some statistical assumptions in order to guarantee the convergence of the algorithm. When the state space is finite the perturbation is generally assumed to be a martingale difference, so its conditional expectation with respect to past perturbations is equal to zero. Since we suppose that the state space could be continuous we can only make the assumption that $w^k_j$ is asymptotically a martingale difference. This hypothesis is translated into the theorem II.1 by assumption (4). Assumption (5) on the second order moment of the kernel function prevent the perturbation $w^k_j$ to disturb too much the descent direction estimation. The stepsize relations (6) are quite classical in stochastic optimization. Remember that $\epsilon^k$ is directly linked with the bandwidth of the kernel, and $\rho^k$ is the size of the step performed by the algorithm in the estimated descent direction. The stepsize relations express that:

- the sequence $(\rho^k)_{k \in \mathbb{N}}$ locally satisfies the properties required for classical open-loop stochastic algorithm [5],
- the sequence $(\epsilon^k)_{k \in \mathbb{N}}$ converges to zero, so that our kernels approximation converges to the true Bellman function.

We have considered a finite horizon problem therefore we don’t need to rely on the existence of an invariant probability distribution of the state variable $X$ in order to prove either the existence of a solution for the dynamic equation or to implement our algorithm. Nevertheless, under similar assumptions, our methodology can also be applied to infinite horizon or free terminal time problems. Concerning the drawings of the different random variables the only restriction is to compute or to observe $X^k_j, U^k_j$ according to its conditional probability distribution knowing state $X^k_j$ and action $U^k_j$.

### III. Practical Discussion and Implementation Details

In this section, we discuss the techniques useful for a practical implementation of our algorithm.

#### III.1. Numerical Complexity

At each step of algorithm II.1, the $Q^k_j$ functions are weighted sums of kernels, and therefore are completely characterized by the centers $(X^k_{j+1}, U^k_{j+1})$, the bandwidths, and the weights $\rho^k_j \Delta^{k+1}_j$ of the kernels, i.e.:

\[
Q^{k+1}_j(\cdot, \cdot) = \sum_{l=0}^{\infty} \rho^k_j \Delta^{l+1}_j K^k_j(X^k_{l+1}, U^k_{l+1}, \cdot, \cdot).
\]
The numerical complexity of the algorithm is therefore determined by the number of operations required to evaluate and update the functions $Q_j^k$.

While the algorithm can be easily implemented by storing the required coefficients as a list, the computational complexity would be quadratic in the number of iterations, since the number of kernels grows linearly with the number of iterations. In practice, the use of the Fast Gauss Transform techniques of [7], enables us to compute and update the $Q_j^k$ functions in almost constant time, so that the numerical complexity of the algorithm is effectively linear in the number of iterations. The amount of storage required by Fast Gauss Transform is also only a function of the required precision. Nevertheless, even recent improvements of these techniques (see, e.g., [20]) do not scale well with the dimension, so that the naive implementation might be the most efficient for a limited amounts of iterations, and a number of dimensions greater than, say, 5.

Remark also that the complexity is difficult to compare in itself with other, non-recursive learning algorithms. Contrarily to most regression based learning algorithms, the coefficients of the kernel sum are not globally optimized: each kernel is added without updating the weights of the previous kernels.

III.2. On-policy control drawings. For the efficient use of this algorithm, a question remains open: how to draw policies efficiently? The only condition we need for convergence is that every possible policy shall be selected infinitely often. In the convergence proof this condition is written as $\min_{\pi \in \mathcal{P}(\mathbb{R})} \delta(\pi) > 0$. There are two classical approaches to ensure this, which are often called on-policy methods and off-policy methods.

Off-policy methods do not take into account the growth of our knowledge of the $Q$-functions along the iterations. They typically consist in choosing a priori distribution of the policies to be tested all along the iterations.

On the contrary, on-policy methods aim at selecting more and more policies that seem relevant according to our knowledge of the $Q$-functions at the current iteration. However, to ensure convergence, we shall still sometimes test policies at random. This is what practitioners call soft on-policy control methods.

We choose to test policies in a $\alpha$-greedy way, which is an example of soft on-policy method [16, section 5.4]. In most cases (with probability $1-\alpha$), we choose the optimal policy according to our estimate of the $Q$-functions at the current step, i.e., we choose $\pi^*_\alpha \in \arg \min_{\pi \in \mathcal{P}(\mathbb{R})} Q_j^k (x, \pi)$. However, to ensure the convergence of the algorithm, we draw random policies with probability $\alpha$.

This technique allows the algorithm to explore the areas where policies seem to be optimal more often.

III.3. On-policy step-sizes. Another way to improve the computational abilities of our approach is to develop adequate procedures to fit the step sizes. It is worth noting that stochastic algorithms are very sensitive to their choice. In [3], the authors propose a heuristic to fit, at iteration $k+1$, the steps $\epsilon^k$ and $\rho^k_j$ in as a function of the current state $X_j^{k+1}$ and decision $U_j^{k+1}$. The idea is the following. The $Q_j$ function will be updated around $(X_j^{k+1}, U_j^{k+1})$, in a neighborhood defined by $\epsilon^k$, and with an intensity $\rho^k_j$. The next time we fall in this neighborhood, we may want to have a new neighborhood and a new intensity only slightly lower than the preceding ones, since the samples between those two steps did not contribute to the $Q_j$ function in this neighborhood. We hence propose an adaptive way to fit the step-sizes to the state-decision pair. Let us use sequences defined separately for each $j \in \{0, \ldots, T\}$, i.e., $(\epsilon_j^k)$ and $(\rho_j^k)$. $\epsilon_j^k$ and $\rho_j^k$ will be used to update the $Q_j$ function. Using these sequences, let us define iteratively for all $k \in \mathbb{N}$ and all $j \in \{0, \ldots, T\}$, the mappings $f_j^k : \mathbb{S} \times \mathcal{U}_j^d \rightarrow \mathbb{R}$ by:

$$f_j^k(\cdot, \cdot) = \sum_{l=0}^{k-1} \epsilon_j^{l+1} K_j^l(X_j^{l+1}, U_j^{l+1}) \cdot (\cdot, \cdot).$$

Hence, for all $k \in \mathbb{N}$ and all $j \in \{0, \ldots, T\}$, $f_j^k/k$ can be considered as an approximation of the density function of the drawings $(X_j, U_j)$. Let us now define for all $k \in \mathbb{N}$ and all $j \in \{0, \ldots, T\}$, $g_j^k = \{f_j^k(X_j^{k+1}, \rho_j^k)\}$. The larger is $g_j^k$, the more the neighborhood of $(X_j^{k+1}, \rho_j^k)$ has been explored in the past steps. Then, one can choose the next stepsize $\rho_j^{k+1}$ and $\epsilon_j^{k+1}$ accordingly. Practically, one chooses two nonnegative sequences $(\theta_j^k)$ and $(\theta_j^k)$ which satisfy assumption (6), and one defines iteratively:

$$\forall k \in \mathbb{N}, \forall j \in \{0, \ldots, T\}, \epsilon_j^k = \theta_j^k, \text{ and, } \rho_j^k = \theta_j^k.$$
Numerical applications follow the framework described in [6] so that results can be directly compared with, e.g., those published in [9].

IV.1. The Mountain Car Task. Consider the task of driving an underpowered car up a steep mountain road [16, example 8.2]. The difficulty is that gravity is stronger than the car’s engine, and even at full throttle the car cannot accelerate up the steep slope. The car has to move away from the goal until it has enough inertia to carry it up forward the slope even though it is slowing down the whole way. This is a simple example of a continuous control task where things have to get worse in a sense (farther from the goal) before they can get better. Many control methodologies have great difficulties with tasks of this kind unless explicitly aided by a human designer.

There are three possible actions: full throttle forward (+1), full throttle reverse (−1), and zero throttle (0). The car moves according to a simplified physics. Its position, \( x_t \), and velocity, \( \dot{x}_t \), are updated by

\[
\begin{align*}
    x_{t+1} & = \text{bound}[x_t + \dot{x}_{t+1}], \\
    \dot{x}_{t+1} & = \text{bound}[\dot{x}_{t+1} + 0.001a_t - 0.0025 \cos(3x_t)],
\end{align*}
\]

where the bound enforces \(-1.2 \leq x_{t+1} \leq 0.5\) and \(-0.07 \leq \dot{x}_{t+1} \leq 0.07\). When \( x_{t+1} \) reaches the left bound, \( \dot{x}_{t+1} \) is reset to zero. When it reaches the right bound, the goal is reached and the episode is terminated. Each episode starts from a random position and velocity uniformly chosen from its feasibility ranges.

To clarify, let us introduce the state variable \( s_t = (x_t, \dot{x}_t) \). The problem can thus be written as a minimization problem:

\[
\min_{T \in \mathbb{N}, (a_t)_{t \leq T} \in \{-1,0,1\}^{T+1}} T
\]

\[
T = \min \left\{ T \in \mathbb{N}, (a_t)_{t \leq T} \in \{-1,0,1\}^{T+1} \right\}
\]

\[
T_{t+1} = f(s_t, a_t), \\
0 \leq a_t \leq 1
\]

\[
T_{t+1} = s_t, \\
S_t = S^*,
\]

where \( T \) denotes the arrival time, \( S^* \) denotes the goal area and \( f \) denotes the transportation equations (7). Then we introduce the mapping \( Q \) defined by:

\[
Q(s, a) = \begin{cases} 
1 + \min_{a'} Q(f(s, a'), a') & \text{if } s \notin S^*, \\
0 & \text{if } s \in S^*.
\end{cases}
\]

Then the update in the algorithm can be summed up as follows:

\[
Q^{k+1}(s, a) = Q^k(s, a) + \rho^k \Delta^{k+1} K^k(s, a, \cdot, \cdot),
\]

with:

\[
\Delta^{k+1} = \begin{cases} 
1 + \min_{a'} Q^k(f(s^k, a^k, a'), a') - Q^k(s^k, a^k) & \text{if } s^k \notin S^*, \\
0 & \text{otherwise}.
\end{cases}
\]

The algorithm randomly tries all possible strategies and updates the expected time left to the goal by being at state \( s^k \) and applying control \( a^k \).

Our implementation makes use of the on-policy drawings and stepsizes described in subsections III.2 and III.3. Greediness is fixed at \( \alpha = 0.1 \). The sequences \( (\epsilon_j^k) \) and \( (\rho_j^k) \) (or in the case of the on-policy stepsizes \( (\theta_j^k) \) and \( (\theta_j^k) \)), are chosen to be of the form:

\[
\rho_j^k = \frac{1}{a_{\rho} + b_{\rho}k^{-c_{\rho}}}, \quad \epsilon_j^k = \frac{1}{a_{\epsilon} + b_{\epsilon}k^{-c_{\epsilon}}},
\]

with \( a_{\rho}, b_{\rho}, a_{\epsilon}, b_{\epsilon}, c_{\rho}, c_{\epsilon} \) appropriately chosen constants to satisfy assumption (6). The constants are chosen empirically using independent trials. Each episode is limited to at most 300 steps.

We reproduce the benchmarks used in Jong and Stone [9]. The first curve on the left on figure 1 represents the number of steps required to reach the goal, averaged over 50 starting points (random position, and zero velocity) defined at the beginning of the algorithm and used cyclically for each episode. The second curve on the left represents the number of steps required to reach the goal, averaged of 50 independent trials, for which the episodes start using a random position and a zero velocity. We observe that after about 50 episodes, the strategy is nearly optimal.

The performance of our algorithm and the one presented by Jong and Stone in [9] seem similar.

IV.2. The Puddle World Task. In the Puddle World Task described in [14], an agent starting randomly in a square has to reach one of the corners while avoiding two oval puddles. The state of the agent is represented by its coordinates \((x, y) \in [0,1]^2\). There are four possible actions: up, down, right, and left, which moves the agent 0.05 in the corresponding direction, with independent Gaussian noises of standard deviation 0.01 added to both \( x \) and \( y \). The reward is -1 for each step, plus a penalty if either or both of the two puddles are entered, equal to -400 times the distance into the puddle, i.e., the distance to the nearest edge. The puddles extend with radius 0.1 from two line segments: \((0,1,0.75)\) to \((0.45,0.75)\) and \((0.45,0.4)\) to \((0.45,0.8)\). The goal region is defined by \( x + y \geq 2 \times 0.95 \).

Similarly to the previous example, the first curve on the right on figure 2 represents the number of steps required to reach the goal, averaged over 50 starting points (random position) defined at the beginning of the algorithm and used cyclically for each episode. The second curve on the right represents the number of steps required to reach the goal, averaged of 50 independent trials, for which the episodes start using a random position. We observe that after about 25 episodes, the strategy is nearly optimal. As for the mountain car task, the performance of our algorithm and the one presented by Jong and Stone in [9] seem similar.
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