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Abstract— For a user, retrieving relevant information from
search engines involves encoding her intent, at best partially,
in search keywords. A small amount of user feedback, can
be beneficial in refining the results returned by the search
engines and aiding exploratory search for scientific literature
and data. In this paper, three new variants to EM method
for semi-supervised document classification [1] is introduced
for biomedical literature meta-search result refinement. Multi-
mixture per class EM variant with Agglomerative Information
Bottleneck clustering [2] using Davies-Bouldin cluster validity
index [3], has shown retrieval performance rivaling the state of
the art transductive support vector machines (TSVM) [4] with
more than one order of magnitude improvement in execution
time.

I. INTRODUCTION

Retrieving relevant information from vast array of unstruc-
tured or semi-structured documents becomes more important
with ever increasing amount of information produced every
year. Since it is intractable for a single person to comb through
the vast array of information produced by millions of people
all around the world in search of his/her area of interest,
automatic retrieval of information is the only tool we can rely
on. There are numerous general purpose and domain specific
search engines which usually suffer from low precision rate.
This translates going through search results to look for relevant
documents. Most search engines use term based queries and
mostly differ in their document index model representation
and document ranking function. Doing a search query, the
user must translate the context of his/her intent into search
terms. Usually this translation is at best partial, hence the
search result reflect this partial context. Provided with search
results, however, the user can indicate a small set of results as
relevant providing feedback to the information retrieval system
to re-rank the search results for higher precision rate. Since,
most users don’t bother looking more than a few search result
pages, high precision is very important.

In this paper, a search result refinement system as a part
of meta-search engine for Biomedical Informatics Research
Network (BIRN)1 Query Atlas [5] system is introduced. Query

1http://www.nbirn.net

Atlas combines browsing/analysis of (functional) magnetic
resonance imaging (fMRI) data with text/literature mining.
The introduced search result refinement mechanism forms one
of the key elements of text mining portion of the Query
Atlas. Three new extensions to expectation maximization (EM)
algorithm [1] for text classification from labeled and unlabeled
data are introduced and compared against transductive Support
Vector Machines (SVMs) [4] as candidates for the search result
refinement mechanism for Query Atlas meta-search engine.

II. TRANSDUCTIVE SVMS

Transductive SVM approach can be seen a form of learning
from both labeled and unlabeled data similar to the improve-
ment of Naive Bayes classification results via mixture param-
eter learning via EM from unlabeled data [1]. In relevance
feedback, we cannot expect a user to provide enough labeled
training data that would be necessary for inductive learning.
Transductive approach [9] allows learning from small number
of labeled and large set of unlabeled data. The unlabeled
data, initially appears to be useless for learning a classification
function. However, in natural language words occur in strong
co-occurrence patterns [10]. Some words are more likely to
occur in related documents than the unrelated documents.
This phenomena is exploited by the unsupervised document
categorization approaches. Transductive SVMs also exploit
this phenomena to improve the test classification performance
over limited number of labeled training data with readily
available unlabeled data. The hypothesis space

�
for the

learning task, which can have infinite dimensionality, can
be divided into finite number of equivalence classes

���
of

functions that classify labeled and unlabeled training sample
the same way [4]. Structural risk minimization [9] states that,
for the smallest upper bound on the expected risk we should
select a function from ordered set of equivalence classes

� �
of increasing VC-dimension that minimizes the confidence
interval on the test error. This leads for transductive SVM
learning for linearly separable case to the following convex
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constrained optimization problem [4]�����	�
�� �� ���� ��������� ��� �
subject to: ����� � ��! ��#"%$'&)(+*),.-�0/� � � /� ! ��1"%$2&)(3*),.- (1)

Here � /� corresponds to the - th unlabeled training instance
and �0/� corresponds to the estimated label for this unlabeled
instance. In transductive SVM learning, besides the weights ��
and bias $ , the unknown labels � /� are also estimated to find the
maximum margin separating hyperplane for both labeled and
unlabeled training data. For non-separable case, analogous to
inductive discriminative SVMs, the constraints � � � � � ! ��4"5$2&)(* and �0/� � � /� ! ��6"7$2&8(9* , are relaxed by introducing slack
variables : � for labeled examples and :;/� for unlabeled ones.�����<�
=� �� ���� � > � � >?�� ��.������ ��� � "A@CB � :'� "%@ / B � :D/�

subject to: �D��� � ��! ��A"A$2&)(3*FE :'� ,G-�0/� � � /� ! ��A"%$'&)(3*FE :D/� ,.-:��IHAJ ,G-:D/� H#J ,.-
(2)

Here @ and @ / are user specified penalties for labeled and
unlabeled misclassification error, respectively. In this paper,
SVM K �ML2N�O [11] package is used.

III. MIXTURE OF UNIGRAMS EXPECTATION
MAXIMIZATION FROM LABELED AND UNLABELED DATA

A document P � from a corpus can be seen as a list of
ordered words � O � Q �SR T8U%V *DW !�!'! W � P � � and XZY3[ . Here � P � �
the length(cardinality) of document - in terms of words and
the set [ is the vocabulary. The documents are assumed to be
generated according a probability distribution with parameters\
. This probability distribution is assumed to be generated

from a mixture of components/topics ]_^a` V *�W !'!�! W2b . Thus a
document Pc� given the parameter

\
can be expressed asd �ePc� � \ & V fg^�h � d �i]j^ &Sd �ePc� � ]j^�k \ & (3)

The probability of P;� given the mixture component ]_^ can be
written as the probability of choosing document length � Pl� � and
observing the sequence of words in the document as follows;d �eP � � ] ^ k \ & V d � � P � � &Fm Q � mno h � d � � O � Q �pR T � ] ^ k � O � Q �SR q Wjrts U k \ & (4)

Using the Naive Bayes assumption, i.e. the words of a docu-
ment are generated independent of each other, (4) becomesd �iP � � ] ^ k \ & V d � � P � � &Fm Q � mno h � d � � O � Q �SR T � ] ^ k \ & (5)

Although Naive Bayes assumption is definitely unrealistic
as a human language model, under zero-one loss function
for classification error, learning methods with large modeling
bias can work very well for classification, where the only
requirement is a negative boundary bias [12]. The param-
eters of this mixture of components/topics model are

\ V\ 
.u m vxwzy � O)Y4[ W ]j^<Y @ k \ vxw Y @ .

Naive Bayes classifier uses the maximum a poste-
riori (MAP) estimate of the model parameters

\
, i.e.{}|j~ � {}�;� d � \ � � & . Using Bayes rule and the conjugate

prior of multinomial distribution, Dirichlet prior d � \ &��� v w_��� \D�l� �v w � 
 u �c� \ ��� �
.u m vxw ;d � \ � � &�� d � \ &pd � ��� \ & (6)� n
vxw ���

\ �l� �v w n
.u �c�
\ �l� �
.u m vxw n Q � d �ePc� � \ &

Using � V�� for Dirichlet prior and the constraint that the
word probabilities in a class must sum to one, the parame-
ters �\ maximizing ��� ~ d � \ � � & can be computed by Lagrange
multiplier method. This specific value of � results in Laplace
smoothing of the probability estimates. The word probability
estimates �\ 
.u m vxw�� d � � O � ] ^ k �\ & , are expressed as;

�\ 
.u m vxw V *�"#B m ��m��h ��� � � O W Pc� &pd �p�D� V ]?^ � Pc� &� [ � " B m � m� h � B m ��m��h � � � � � W Pc� &pd �p�D� V ]j^ � Pc� & (7)

The class prior probabilities with Laplace smoothing are;

�\ vxw � d �i]j^ � �\ & V *�"#B m �zm��h � d �p��� V ]j^ � PD� &� @ � " � ��� (8)

The Naive Bayes classifier then uses the parameters calculated
from training documents to estimate the most likely class �;�
for a new document by using Bayes rule;d �e� � V ] ^ � P � k �\ & V d �e]j^ � �\ & � m Q � mo h � d � � O � Q �pR T � ]j^�k��\ &B m � m� h � d �e] � � �\ & � m Q � mo h � d � � O � Q �SR T � ] � k��\ & (9)

Here one mixture component per class is used. Nigam et
al. [1] also provide multiple mixture components/topics per
class EM version, which is used as the basis for the cluster
validity based enhancement introduced in this paper.

For Nigam et al.’s [1] EM approach, the training data set
consists of a small set of labeled documents and a much larger
set of unlabeled documents � V � KD� �Z� which may convey
further information in the form of co-occurrence of words
both found in labeled and unlabeled documents. EM algorithm
for mixture components without labeled data can be seen as
the soft version of k-means clustering algorithm. In standard
EM for mixture components, the unobserved (latent) mixing
proportions ( � ) are estimated from the observed data �p� & by
finding the parameters �\ that maximizes the log likelihood
of complete data �z�e� W � � \ & . EM algorithm (method) finds
a local maximum by iterating an expectation step ��F� o_  ��¡ V¢Z£ � � �8k��\ � o ¡¥¤ followed by a maximization step�\ � o_  ��¡ V {�|�~ � {}�� d � \ � ��k?� � o_  ��¡ &

Basic EM method for one mixture component per class,
starts by a ’priming’ M-step, i.e. estimating parameters for
Naive Bayes classifier from just the labeled set by (7) and (8).
The EM iterations, then, begins by an E-step using the Naive
Bayes classifier (9) to estimate the most likely class/mixture
component for the unlabeled documents followed by the M-
step where the new MAP estimates for parameters �\ are
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calculated using the current estimates for d �e]_^ � PD��k �\ & and by (7)
and (8).

A. Multiple Mixture Component/Topic per class case

It is restrictive to assume that for each class documents will
belong to a single topic. Nigam et al. [1] extended their basic
EM method to multi topic/mixture component per class model.
Using ]j^ to continue to denote the ` th mixture component ,
we can define the ¦ th class as §t¨ . Then, the class probability
of a document can be expressed as the weighted sum of the
mixture component probabilities;d �e§	¨ � PD��k �\ & V g

v w_��©=ª
d �e§	¨ � ]j^�k �\ &

« d �e]j^ � �\ & � m Q � mo h � d � � O � Q �SR T � ]?^�k �\ &B m � m� h � d �e] � � �\ & � m Q � mo h � d � � O � Q �SR T � ] � k �\ & (10)

IV. MULTIPLE MIXTURE PER CLASS COMPONENT
NUMBER/MEMBER SELECTION BY HIERARCHICAL

CLUSTERING AND CLUSTER VALIDITY

Nigam et al. [1] report using cross-validation for mixture
component/topic number selection and they uniformly dis-
tribute the labeled documents between the selected number of
mixture components. However, in an on-line search refinement
situation, what we can expect from the user is to indicate at
most a few documents as relevant documents. The negative
class consists of the documents in between the relevant ones
and usually much larger than the positive (relevant) class.
However, the most important constraint is the execution time.
The user expects the filtered results within a few seconds,
unlike offline document classification. The disadvantages of
cross-validation in this situation is both the scarcity of the
training data and most importantly time needed to do cross-
validation which can be prohibiting. Due to the stochastic
nature of mixture component initialization, in determining the
number of mixture components multiple random initializations
at each tested mixture component count will also be necessary;
thus multi-folding the cross-validation time.

The effect of random initializations at different mixture
component/cluster numbers ranging from 2 to 10 for the
negative class for Nigam et al.’s multiple mixture component
per class EM (MMEM) for some of the data sets with most
variance is shown in Fig. 1. For the nine test cases used in
this study, eight had enough data to do this analysis. For
each of these eight data sets, for each cluster number from
2 to 10, 30 random initialization for MMEM is done. As the
results show, MMEM is rather sensitive both to the number of
mixture components and the initialization, which demonstrates
the need for multiple initializations at multiple cluster numbers
for cross-validation. For each data set 30 initializations for 2
to 10 clusters took roughly 10 minutes on a Pentium 4 3.0
GHz machine.

In the light of this findings a more time efficient approach
for simultaneous mixture component initialization and “opti-
mal” cluster number determination by using an agglomerative
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Fig. 1. Test ¬G percentage values for 30 random mixture component
initializations for negative (non-relevant) class at cluster numbers 2 to 10.

hierarchical clustering algorithm [13] with cluster validity
based cluster number determination is introduced. Hierarchical
clustering has the advantages of being applicable to cases
where we are unable to supply a distance metric, but pairwise
dissimilarity values for every pair of samples and generating
a cluster hierarchy as the output. As the dissimilarity value
between pairs of search result documents, which consists of a
title and (if available) an abstract, symmetric Kullback-Leibler
(KL) divergence is used as defined as;® ��¯F° £ d �  G& ��� r �  .& ¤ V J�!²± « � ��¯F° £ d �  .& ��� r �p� & ¤" ��¯F° £ r �e� & ��� d �  .& ¤ & (11)��¯F° £ d �  G& ��� r �  .& ¤ V g ³ d �  .& ��� ~ d �  .&r �  .&

Symmetric KL Divergence is not a metric since it does not
satisfy triangle inequality. A Farthest-Neighbor Agglomerative
clustering based on symmetric KL divergence as dissimilarity
measure between document word probability distributions is
introduced (See Algorithm 1). Main disadvantages of the
hierarchical clustering approaches are ´��e]_µ � P � & time com-
plexity and ´��pµ � & space complexity and possible suboptimal
clustering due to the greedy nature of the algorithm and non-
convexity of most clustering problems. Here, µ is the number
of documents, P is the dimension of the solution space, which
is one for this case and ] is the number of clusters. Due to the
nature of the on-line result refinement, the training data set
(i.e. µ ) is rather small, hence both time and space complexity
is manageable. Suboptimal clustering due to local minima is
the common problem of all clustering algorithms, for which
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Algorithm 1 Farthest-Neighbor Agglomerative Hierarchical
Clustering

initialize �]�¶·µ W¸@ � ¶º¹»P �½¼ - V *�W !�!'! W µ
while �]¾H * do

find nearest clusters by{}|j~ �������¿ � ^�¿ � {��À � ³ ¡ ��� � ¿�Á � ³ ¡ ��� � ¿ ® � ¯F° £ d �  .& ��� r �  .& ¤
merge clusters @ � and @ ^�]�¶ �] E#*

end while
return cluster hierarchy

there is no time efficient solution.
Many cluster validity indices are introduced over time

to evaluate partitioning induced by clustering algorithms
([14],[3],[15]). Maulik and Bandyopadhyay [15], compares the
most common cluster validity indices on center based cluster-
ing algorithms including well known K-means. In this study,
the two best cluster validity indices for center based clustering,
namely, the Â index [15] and Davies-Bouldin index [3] are
adapted for pairwise clustering and tried to determine the
“optimal” cluster number. Davies-Bouldin index [3] is found
to be the better performing one. This index is a function
of the ratio of the sum of within-cluster scatter to between
cluster separation. The “optimal” cluster number occurs at the
minimum of the DB index with increasing number of clusters.
In practice, sometimes cluster validity indices keep decreasing
with the increase of the number of clusters. In this case, the
minimum slope of the DB index curve can be used as an
indicator where the addition of another cluster will have only
a marginal effect.

The within-cluster scatter for the - th cluster is calculated
as Ã�� V �m � � m B À w � ³ ¡ ��� � ® �Ä¯F° £ d ^D�  .& ��� r �  .& ¤ , where r �  .& is
word probability distribution for the centroid. The centroid
of a cluster is defined as the document which has the least
maximum dissimilarity from the other cluster documents, i.e.{}|j~ �����^ � {}�o � o�Åh.^ ® � ¯F° £ d ^ �  .& ��� d o �  G& ¤ (12)

Cluster separation P �Æ^ between cluster @ � and @ ^ is defined
as ® � ¯F° £ r � �  G& ��� r ^ �  G& ¤ , where r � �  .& is the word probability
distribution for the centroid of cluster - . The Davies-Bouldin
(DB) index is defined as

�ZÇ V *È ¯g ��h � � {��^ � ^ ÅhÉ� Ê ÃÉ� " Ã.^P �Æ^ Ë (13)

The “optimal” number of clusters is determined by the min-
imum or the first zero crossing of the negative of the scaled
numerical derivative of the �ZÇ �pX & function ( E �¸Ì u � �¸Ì u�Í;Î�aÌ u ),
where X , corresponding to

È
in (13), denotes the number of

clusters for a particular partition.

A. Multiple Mixture Per Class Component Number/Member
selection by Agglomerative Information Bottleneck and Cluster
Validity

Agglomerative Information Bottleneck (AIB) [2] is a hi-
erarchical, bottom-up, distributional hard clustering algorithm
that maximizes the mutual information per cluster between
the data and given categories. AIB, a variant of Information
Bottleneck method, finds a compressed version of variable � ,
corresponding to the clusters Ï , such that the mutual infor-
mation between Ï and a relevant variable Ð , Ñ.�xÏ W Ð & , which
is conditionally dependent on � but independent on Ï (i.e.
forming a Markov chain Ï7ÒÓ�ÔÒÕÐ ) is maximized under
a constraint on the mutual information between � and Ï .
The solution to this constrained optimization problem results
in self-consistent equations for the conditional distributionsd �e� � Ö & , d �  � Ö & and d � Ö & . AIB uses Jensen-Shannon divergence
as the distortion measure between conditional distributions of
the relevant variable given clusters d �p� � Ö � &2WÉ- Y�¹ *DW !�!'! Wj× ¼ ,

b ÃÉØ £ d �p� � Ö � &2W !�!'! Wid �e� � Ö�Ù & ¤ VÙg ��h ��Ú � ��¯F° £ d �e� � Ö � & ���
Ùg ��h �ÉÚ � d �p� � Ö � & ¤ (14)

Here Ú � is the prior probability of Ö � . For document clas-
sification, � corresponds to documents, Ð corresponds to
terms occurring in a document and Ï corresponds to the
document clusters we are after. The AIB algorithm, requires an
empirical joint probability matrix d �  ÛW � & which is calculated
from term frequency information. For a document set of � ,
first � clusters Ö � are created with self consistent equationsd � Ö � & V d �  � &2Wed �p� � Ö � & V d �e� �  � &2Wed � Ö.�  � & V *DWed � ÖG�  ^ ÅhÉ� & V J .
For each pair of clusters Ö � and Ö ^ , the distortion P �²^ V � d � Ö � &�"d � Ö ^ &�&?b Ø»Ü £ d �p� � Ö � &_Wid �p� � Ö ^ & ¤ is calculated. After initialization,
AIB creates a cluster hierarchy in � EÝ* iterations. At each
iteration, the two clusters with minimum distortion is merged,
decreasing the the cluster number by one. The distributionsd �2ÞÖ &2Wed �e� � ÞÖ & and d �2ÞÖ.�  .& for the new merged cluster ÞÖ and
corresponding distortion values are updated.

Davies-Bouldin index [3] is adapted for AIB using Jensen-
Shannon (JS) divergence instead of symmetric KL divergence
in a similar fashion as defined before. The JS divergence is
calculated between each pair of documents in each cluster
for Davies-Bouldin index calculations. Also, the “optimal”
number of clusters is determined by the minimum or the first
zero crossing of the negative of the scaled numerical derivative
of the �ZÇ �eX & function, as in the farthest-Neighbor hierarchical
clustering algorithm.

V. SIMULATED ANNEALING EM FOR
LABELED/UNLABELED DOCUMENT CLASSIFICATION

Simulated annealing [16], is a well known stochastic search
technique used to find global optimum in problems with
multiple local extrema. Simulated annealing has a temperature
parameter similar to its physical counterpart. Valleys and peaks
of the solution space with objective function value differences
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less than the temperature value become the search space
for simulated annealing at that temperature. The annealing
process starts at a high temperature, where the data points can
belong to any mixture more or less with equal probability,
the temperature is gradually lowered according to a cooling
scheme, at zero temperature a data point will belong to a
single mixture component with probability 1. For simulated
annealing EM, E-step of EM as defined by 9 is replaced byd �e� � V ] ^ � P � k �\ & V d �e] ^ � �\ &lß �là ¹âá ãjä À � Q � m v wjåxæ� ¡ç & ¼B m � m� h � d �e] � � �\ &lß �là ¹ á ãjä À � Q � m véè å æ� ¡ç & ¼ (15)

where ê is temperature parameter and d �iP;� � ]j^�k �\ & values are
calculated by 5. The derivation for this method is given in
Appendix.

VI. EXPERIMENTAL DESIGN

To test the classification methods described above, the intro-
duced meta-search engine is used to query the National Library
of Medicine’s search service PubMED2. A typical query result
consists of the title, authors, journal information and abstract
of a paper. The Query Atlas meta search engine3 returns by
default 200 top ranking search results from PubMED. Nine
queries on topics the first author has some expertise about
are used to generate test data sets. The queries as shown
in Table I. From this query result set, the ones which seem
relevant to the author is tagged as relevant. For example for
“neural network” query the relevant documents are related to
machine learning algorithms but not to the neural networks in
the brain. The goal of an efficient search refinement algorithm
is to detect complex implicit dependency patterns in relevant
documents which cannot be expressed explicitly in search
queries. Overall 1800 abstracts are tagged as either relevant
or non-relevant. For training, first few relevant documents
scanning from the top ranked document down are used as
the positive examples and the non-relevant examples up to
the last positive example make up the negative examples. The
number of positive examples is selected such that the negative
class has enough data to test mixture component clustering
and EM algorithm improves upon Naive Bayes. The remaining
documents in each 200 document data set constitute the test
cases. The hand tagged document sets are summarized in
Table I. Standard information retrieval performance measures
precision ë , recall ì and harmonic mean of precision and
recall í � are used. These measures are defined asë V � ¹ relevant docs ¼�î ¹ retrieved docs ¼ �� ¹ retrieved docs ¼ � (16)

ì V � ¹ relevant docs ¼�î ¹ retrieved docs ¼ �� ¹ relevant docs ¼ � (17)

í � V ��ï ë ï ìë " ì (18)

Only the title and abstract of a search result is used for
classification. The numeric values and special characters and

2http://www.ncbi.nlm.nih.gov/entrez/query.fcgi
3Available at https://loci.ucsd.edu/qametasearch/

TABLE I
DATA SETS

Document Set # Relevant # Irrelevant # Relevant
(Training) (Training) (Test)

Language processing (LP) 2 25 29
Segmentation (SEG) 4 12 50

Neural networks (NN) 4 21 82
Information Extraction (IE) 4 53 12

Text Categorization (TC) 4 4 41
Ontology (Ont) 9 17 83

Active Contour (AC) 9 22 31
Support Vector Machines

(SVM) 5 13 35

Semantic (SEM) 4 30 32

stop-words in the documents are discarded. The common tf-idf
term weighting scheme � � � O W P � & ��� ~ m ��mm Q �éð 
.u m for word/term
frequencies is used in all experiments instead of pure word
frequencies. For KL and JS divergence calculations, Laplace
smoothing is used to prevent zero probability problems. For
simulated annealing version of EM, the starting temperatureêGñ used is 5. Temperature is decreased linearly down to 1.0 in
10 iterations of EM. All EM variants are run for 10 iterations.

VII. EXPERIMENTAL RESULTS

The results for Naive Bayes (NB), EM with single mixture
component per class (EM), MMEM with symmetric KL diver-
gence based hierarchical clustering with Davies-Bouldin (DB)
cluster validity index (MMEM(KL)), EM with Agglomerative
Information Bottleneck clustering with DB cluster validity
index (MMEM(AIB)), simulated annealing EM with single
mixture component per class, K-nearest neighbor classifier
with UòV * (KNN) and Transductive SVM (TSVM) are
summarized in Table II.

Based on the average í � values, MMEM(AIB) performed
best followed by transductive SVM and SAEM. SAEM and
MMEM(AIB) were also about 60 times and 20 times faster
than TSVM on average, respectively. Single mixture com-
ponent per class EM for the datasets SEG, NN and SEM
showed the worst performance in all the EM methods leaving
room for improvement. For SEG, SAEM was able to find a
much better local maximum, but did only slightly better for
NN and SEM datasets. Overall, all of the newly introduced
EM variants achieved better average í � values than Nigam
et al.’s EM. For data set SVM, single mixture component per
class EM had better performance than MMEM variants. The
determination of the degenerate case single “optimal” cluster
is not possible with cluster validity indices, which are not even
defined for a single cluster. Levine and Domany [17] proposed
a cluster validity method based on re-sampling which can
detect if the data has no cluster tendency. However, the data
size requirements and time complexity of this method makes it
infeasible for search results refinement. Also, for data set AC,
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TABLE II
RESULTS SUMMARY FOR ¬G PERCENTAGES AND AVERAGE EXECUTION TIMES IN SECONDS

Data Set NB EM MMEM(KL) MMEM(AIB) SAEM KNN TSVM
LP 45.0 70.8 85.2 74.6 72.0 61.2 61.9

SEG 10.5 22.6 24.6 46.5 60.0 40.0 54.2
NN 6.7 21.8 18.6 51.5 25.5 34.2 39.6
IE 28.6 64.5 66.7 45.8 68.8 34.5 54.5
TC 62.3 63.4 63.4 63.4 64.0 55.4 63.0
Ont 63.5 74.5 75.3 74.9 81.4 64.7 71.3
AC 51.2 48.6 48.1 48.6 43.3 41.3 57.5

SVM 40.0 62.5 56.1 62.3 63.8 47.4 55.8
SEM 10.5 14.3 18.6 69.8 18.2 39.2 61.5

Average 35.4 49.2 50.7 59.7 55.2 46.4 57.7
Time(SD) 0.7 (0.2) 1.1 (0.3) 3.5 (2.9) 3.6 (2.8) 1.2 (0.3) 1.0 (0.3) 72.4 (60.6)

EM and all its variants deteriorated Naive Bayes performance.
Similar behavior is also reported in [1]. SAEM performance
for data set AC was worse than EM. This was due to the fact
that the cooling scheme is suboptimal. It is shown in [18],
that in theory global optimum can be achieved if the cooling
schedule obeys ê � �á ãjä�ó where µ is the number of current
iteration, which is unrealistic even for offline applications.

From the random initialization and different mixture com-
ponent number experiments before, it seems that multi-mixture
component EM is sensitive to initialization and number of mix-
ture components. Both clustering based approaches introduced
provide an one-pass, automatic way of selecting the number of
mixture components and initialization of them while providing
especially for MMEM(AIB), substantial improvement over
one mixture component per class EM within user acceptable
execution time. SAEM, on the other hand, assumes one
mixture component per class, and tries to avoid getting stuck
in a local maxima while still operating within user acceptable
execution times. While the performance improvement over
transductive SVM for MMEM(AIB) is not statistically signif-
icant using paired Wilcoxon signed rank test at � V J0! Jc± ,
the improvement in execution time, which is essential for
the applicability of a method in search results refinement, is
statistically significant.

The search result refinement mechanism integrated with
Query Atlas meta-search engine uses KNN for degenerate
cases with no negative examples and switches to MMEM(AIB)
if there are more than three positive examples. This conser-
vative threshold on positive examples is chosen to ensure that
Naive Bayes, the underlying algorithm for MMEM(AIB), has
always enough examples for best performance.

VIII. RELATED WORK

Relevance feedback, being one the most popular query
reformulation strategies for IR, is based on query expansion
and/or term reweighting techniques available for vector and
probabilistic models of information retrieval [6]. The semi-
supervised machine learning approach to relevance feedback
taken here is akin to the Bayesian classification model of
retrieval [7], where the relevant documents are used to model
the relevant class for the query and the remaining corpus for

the non-relevant class. The main difference is the incorporation
of unlabeled data for better estimation of both relevant and
non-relevant classes in the classification model.

Similar to [8], multiple topic per class EM extensions
introduced, use a language modeling perspective. Unlike [8],
however, where the language model is applied to the user
query, in these introduced extensions, the relatively more
abundant non-relevant labeled documents are represented as
a mixture of unknown but to be estimated number of topic
language models.

IX. CONCLUSION

In this paper, three new variants to Nigam et al.’s [1] EM
approach for document classification from small number of
labeled documents and larger set of unlabeled ones are intro-
duced in search for a time efficient search result refinement
mechanism for BIRN Query Atlas meta-search engine. All
of the methods introduced on average outperformed basic
EM approach. MMEM(AIB) has shown better average í �
performance, though not statisticaly significant, than the state
of the art transductive SVMs with a more than one order
of magnitude improvement in execution time. While the in-
troduced EM variants are used for search result refining in
Query Atlas meta-search engine, its application is not limited
to meta-search. These approaches can also be used for other
personalized information filtering tasks including email or
news filtering.

X. FUTURE DIRECTIONS

One way for possible improvement of í � performance,
which can be applied to all of the introduced approaches, is to
use part-of-speech based morphological preprocessing of the
unigrams to avoid term mismatches due to morphological term
differences. Another approach, also equally applicable to all
of the introduced methods, is to use a controlled vocabulary
like Medical Subject Headings (MeSH) [19] to introduce syn-
onyms in term/phrase matching and probability calculations.
For SAEM, the effect of different cooling mechanisms on the
performance can also be investigated.

191

Proceedings of the 2007 IEEE Symposium on
Computational Intelligence and Data Mining (CIDM 2007)



APPENDIX
DERIVATION OF SIMULATED ANNEALING EM DOCUMENT
CLASSIFICATION FROM LABELED AND UNLABELED DATA

The derivation follows directly Mak et al.’s [20] simulated
annealing mixture model EM from entropy interpretation of
the generic EM method. Let b stand for the number of
mixture components and � stand for the number of observed
data points ô�õ V �  � W !�!'! W� o & µ V *DW !�!'! W � . In standard
EM for mixture components, the unobserved (latent) mixing
proportions ( � ) are estimated from the observed data �e� & by
finding the parameters �\ that maximizes the log likelihood of
complete data �z�i� W � � \ & . The log likelihood for incomplete
data can expressed as

�¾�e� � \ & V÷ögó h � ��� ~ d �eôÉõ � \ & (19)

whered �pôÉõ � \ & V fg^�h � d �eø ó � ^ V * � \ &Sd �pôÉõ � ø ó � ^ V *�W?ù ^ & (20)

Here ø ó � ^ is an indicator function, taking value of 1 if theµ th data point belongs the ` th mixture component, and zero
otherwise. The ù ^ represents the parameters for the ` th mixture
component. The probability d �iø ó � ^ V * � \ & corresponds to the
prior probability for the ` th mixture component.

d �pô õ � \ & Vúögó h �
d �eôÉõ � \ &d �eôÉõ � \ & ��� ~ d �pô õ � \ &

Vúögó h �
B f^�h � Ú ^ d �pôÉõ � ø ó � ^ V *�W?ù ^ &d �eôÉõ � \ &« ��� ~ d �eôÉõ � \ & (21)

Let define û ^ � ó as the probability of a data point ô ó be-
longing to the ` th mixture component for the given parameter
set ù ^ . This can be expressed by using Bayes rule from the
mixture prior Ú ^ and likelihood d �pô ó � ø ó � ^ V *DWjù ^ & asû ^ � ó � d �eø ^ � ó V * � ô ó Wjù ^ & V Ú ^ d �pô ó � ø ^ � ó V *�W?ù ^ &d �pôÉõ � \ & (22)

Using ûl^ � ó , adding and subtracting ��� ~ £ Ú ^ d �eô ó � ø?^ � ó V *DWjù ^ & ¤
to (21) and rearranging�¾�e� � \ & V g ó

g ^ û;^ � ó ��� ~ Ú ^" g
ó
g ^ d �eô ó � ø ó � ^ V *DWjù ^ & û ^ � óE g

ó
g ^ û ^ � ó ��� ~ û ^ � ó (23)

The last term in the above equation is entropy of the
membership function û . In this equation, the first two terms
constitute the complete data log likelihood. �z�i� � \ & can be

maximized also by maximizing the entropy term. From sta-
tistical physics/thermodynamics, it is known that if ensembles
are distributed by a Gibbs/Boltzmann distribution, the entropy
of the system is maximized.

Introducing a simulating annealing like temperature param-
eter for the entropy and prior terms and defining ® �pô ó W?ù ^ & as��� ~ d �pô ó � ø ó � ^ V *DWjù ^ & , �¾�e� � \ & becomes

�z�e� � \ & V g ó � óV g ó £ E ê g ^ ûl^ � ó ��� ~ ûl^ � ó" ê g ^ û ^ � ó ��� ~ Ú ^ " g ^ û ^ � ó ® �pô ó W?ù ^ & ¤ (24)

The maximum likelihood wrt to membership function û0^ � ósubject to the constraint B ^ ûl^ � ó V * , can be solved by the
method of Lagrange multipliers. Since each � ó be maximized
independently, the Lagrangian becomes

ü V � ó "%ýAþÿ g ^ ûl^ � ó EA*»&��� (25)

Taking partial derivatives wrt û�^ � ó and ý and equating to 0,
we get� ü� ûl^ � ó V E ê £ ��� ~ û;^ � ó E ��� ~ Ú ^ " * ¤ "%® �eô ó Wjù ^ &�"Aý V J� ü� ý V g ^ û ^ � ó EA* V J (26)

Solving the first partial derivative for û�^ � ó and eliminating
the ý using the second, we get the membership function
that maximizes entropy as expected having Gibbs/Boltzmann
distribution

û /^ � ó V Ú ^�� � ���	� � 
 w ¡�� çB ^ Ú ^ � � ���	� � 
 w ¡�� ç (27)

Since Nigam et al.’s EM method [1] is a specific application of
the general EM for mixture components, and the membership
function ûl^ � ó for Nigam et al.’s EM method is defined by (9),
for simulated annealing EM for document classification, the
equivalent of û /^ � ó becomes

d �p� � V ] ^ � P � k �\ & V d �i]j^ � �\ &;ß �là ¹.á ãjä À � Q � m v w�å æ� ¡ç & ¼B m � m� h � d �e] � � �\ &;ß �là ¹ á ã�ä À � Q � m véè å æ� ¡ç & ¼ (28)
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