
 

Abstract—Takagi-Sugeno fuzzy systems are very common 
learning systems.  The paper is about building classification 
ensembles from them and merging resulting rule bases.  When 
merged, the rule base is more intelligible and easier to process. 
The merging is possible thanks to a modification of TS systems. 
Numerical simulations show that the modified systems perform 
very well.  

I. INTRODUCTION

UZZY systems are established tools for solving various 
problems [5], [14], [17]. They can be divided into 

Mamdani type, logical and Takagi-Sugeno (TS) fuzzy 
systems. In TS fuzzy systems rule consequents are functions 
of system inputs. To further improve fuzzy system 
performance, they can be combined in larger ensembles, so 
that the model robustness and accuracy is nearly always 
improved, comparing to single-model solutions. Combined 
systems are developed under different names: blending, 
combining models, bundling, ensemble of classifiers, or 
committee of experts. Various known classifiers [1], [4], [7], 
[12] can be combined at the level of features, data subsets, 
using different classifiers or different combiners [6], [21], 
[22]. Popular methods are bagging and boosting [3], [11], 
[13], [16], [18], [19] which are meta-algorithms for learning 
different classifiers. They assign weights to learning samples 
according to their performance on earlier classifiers in the 
ensemble. Thus subsystems are trained with different 
datasets. 

There are many variations of boosting with the most 
known – AdaBoost, where every learning vector has a 
weight assigned. According to the AdaBoost algorithm, 
consecutive classifiers should be learned with the greatest 
impact from the samples with the highest weight values. 
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These weights have influence on the learning process by 
changing the learning rate.  

In the paper we develop a method for merging Takagi-
Sugeno rule bases from several neuro-fuzzy systems 
constituting an ensemble trained by AdaBoost and the 
backpropagation algorithm. The method leads to the merged 
neuro-fuzzy system characterized by interpretability and 
possibility to reduce its size. The method is the continuation 
of earlier work of the authors on boosting ensembles of 
various fuzzy systems [8]–[10].  

In the next section we describe the AdaBoost algorithm 
and in Section III TS fuzzy systems constituting the boosting 
ensemble. In Section IV we develop a new method allowing 
merging fuzzy TS rule bases and in Section V we verify the 
method on a well known data benchmark.   

II. ADABOOST ALGORITHM

Boosting concept concerns creating an ensemble of arbitrary 
classifiers trained on slightly modified datasets.  In the paper 
we focus on one version of boosting learning, i.e. AdaBoost 
algorithm.  

Let us denote the l-th learning vector by 

1[ ,..., , ]l l l l
nx x y=z , 1...l m=  is the number of a vector,  n is a 

size of input vector  x, and y is the learning class label. 
Weights, assigned to learning vectors, have to fulfill the 
following conditions 
 (i) 0 1ld< < , (1) 

 (ii) 
1

1
m

l

l
d

=
= . (2) 

The weight d l is the information how classifiers learned in 
consecutive steps of an algorithm for a given input vector xl.
Vector d for all input vectors is initialized according to the 
following equation 

1 ,  for 0l
td t

m
= = , (3) 

where t is the number of a boosting iteration (and a number 
of a classifier in the ensemble). Of course, there exist a lot of 
AdaBoost modifications for designing and training non-
binary classifiers (e.g. [16]). Let { ( ) : 1,..., }th t T=x  denotes 
a set of hypotheses obtained in consecutive steps t of the 
algorithm being described. For simplicity we limit our 
problem to a binary classification (dichotomy), i.e. y={-1,1} 
or ( ) 1th = ±x .  Similarly to learning vectors weights, we 
assign a weight ct for every hypothesis, such that 
 (i). 0 tc<  , (4) 
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 (ii). 1t
t

c = . (5) 

Now in the AdaBoost algorithm we repeat steps 1-4 for 
1, ,t T= :

1. Create hypothesis th  and train it with a data set with 
respect to a distribution dt for input vectors.   

2. Compute the classification error tε  of a trained 
classifier th  according to the formula 

1
( ) ( ( ) )

m
l l l l

t t t
l

d z I h yε
=

= ≠x ,   (6) 

where I is the indicator function  
1 if

( )
0 if

a b
I a b

a b
≠

≠ =
=

. (7) 

If 0tε =  or 0.5tε ≥ , finish the algorithm. 
3. Compute the value  

t

t
t ε

εα −= 1ln5.0 . (8) 

4. Modify weights for learning vectors according to the 
formula 

1
( )exp{ ( ( ) )}
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l l

l t t t l
t
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N
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+
− =

=
z I x

z ,  (9) 

where  Nt  is a constant such that 

1
1

( ) 1
m

l
t

l
d +

=
=z . (10) 

To compute the overall output of the ensemble of classifiers 
trained by AdaBoost algorithm the following formula is used 

1
( ) ( )

T

t t
t

f c h
=

=x x ,  (11) 

where 

1

t
t T

tt

c
α

α
=

=  (12) 

is classifier importance for a given training set. The above is 
a meta-learning algorithm and do not determine the way of 
learning for classifiers in the ensemble. 

III. TAKAGI-SUGENO FUZZY SYSTEMS USED IN THE 
ENSEMBLE

We use Takagi-Sugeno fuzzy systems with linear 
consequents as classifiers in the ensemble. In general case 
fuzzy rules in TS systems take the following form 
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where Kk ,,1=  is the rule number. The inputs are 
denoted nixi ,,1, = . The function used in the paper is 
linear 
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We use antecedent fuzzy sets which are represented by 
Gaussian functions  

( ) −
−=

2

exp k
i

k
ii

iA
xx

x
σ

μ ,  (15) 

where k
iσ  and k

ix  are respectively width and center of the 
function for the fuzzy set in the k-th rule and i-th input. After 
presenting input signal ],...,[ 1 nxx=x , we compute the 
output of a TS system 
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In the experiments we use T-norm operation realized by 
product operation (Fig. 1). In case of an ensemble of 
classifiers the output of a single classifier is 

1

1

K
k k

k
t K

k

k

y
h

τ

τ

=

=

= ,   (17) 

where kτ  is an activation level of the k-th rule ( 1, ,k K= )
and is defined by 

( )
1

n
k k

i i
i

xτ μ
=

= ∏ ,   (18) 

where ( )k
i ixμ  is the antecedent membership function of the 

Gaussian type and y k is a consequent singleton fuzzy set.  
We train the structures by the backpropagation algorithm 
considering boosting learning sample weights dt

l .

Fig. 1. Takagi-Sugeno fuzzy system used to build a boosting ensemble.  
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IV. TRANSFORMING TAKAGI-SUGENO ENSEMBLE INTO ONE 
SYSTEM

In boosting algorithm overall output is combined from all 
classifiers in the ensemble by (11). In case of fuzzy 
classifiers (15) the overall output becomes 

( )( )
( )( )=

= =

= =
=
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)(

μ

μ
x .   (19) 

Index t in (19) is omitted for clarity. Our goal is to make one 
fuzzy system from all systems constituting the ensemble. It 
is impossible to bring (19) to a common denominator, thus 
we can not treat fuzzy rule bases from consecutive systems 
( 1,...,t T= ) as one rule base.   
We modify the TS systems in the ensemble by changing 
denominators in (19) to fulfill the following normalizing 
constraint 

( )( ) 1,
1 1

=∀
= =

K

k
iA

n

i
xTt k

i
μ .   (20) 

To achieve this, we propose to add special normalizing layer 
L1A, see Figure 2. Thus we can remove the lower sum in the 
layer L3, and (19) is reduced to 

( )( )
= = =

⋅=
T

t

K

k
iA

n

i

k
tt xTycf k

i
1 1 1

)( μx .   (21) 

Such a system can be trained by the backpropagation 
algorithm in a boosting ensemble of classifiers. Then all 
fuzzy rule bases can be joined together to obtain one 
comprehensive rule base. Such rule base can be post 
processed, for example can be reduced to be more 
intelligible and transparent.  
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Fig. 2.  Single Takagi-Sugeno fuzzy system with normalized rule firing 
strengths.  
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Fig. 3.  Modified Takagi-Sugeno fuzzy systems combined into one system 
after boosting learning. The modification concerns normalizing rule 
activation levels. Index t denoting classifier number is omitted in layers L1, 
L1A, L4. 

In the new resulting fuzzy system with one rule base, fuzzy 
rules have weights ct given by (12). Fuzzy systems with rule 
weights are common in the literature (e.g. [15]), but the 
system presented in the paper originates from boosting 
learning . This system has several advantages: 
(i). it is possible to interpret the resulting rule base, 
(ii). the merged system can be fine-tuned, regarding 

boosting as a method for initial choosing of 
parameters,  

(iii). the resulting rule base can be further simplified and 
reduced. 
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V. SIMULATIONS

The new method was tested on an ensemble of Takagi-
Sugeno systems T-norm and Cartesian product operations 
realized by product operation with normalized rule 
activation levels (see Section IV). We used the Wisconsin 
Breast Cancer Database [2], which consists of 699 instances 
of binary classes (benign or malignant type of cancer). 
Classification is based on 9 features (clump thickness, 
uniformity of cell size, uniformity of cell shape, marginal 
adhesion, single epithelial cell size, bare nuclei, bland 
chromatin, normal nucleoli, mitoses). From the data set, 205 
instances were taken into testing data and 16 instances with 
missing features were removed. The three first systems in 
the ensemble have 3 fuzzy rules and the last two systems 
have 6 fuzzy rules. The classification accuracy was 99.6%. 
Detailed errors and subsystem parameters are described in 
Table I. 

TABLE I
WISCONSIN BREAST CANCER DATABASE  RESULTS 

FOR THE  PROPOSED METHOD 

Classifier 
number 

Number of  
fuzzy rules 

MSE learning 
error 

Boosting error,  
Eq. (6) 

1 3 0.29 0.45 
2 5 0.13 0.17 
3 7 0.21 0.19 
4 7 0.06 0.19 

VI. CONCLUSION

Classification accuracy is nearly always improved after 
combining many systems. One of the most popular methods 
of multiple classification is boosting. In every method of 
fuzzy ensemble classification we obtain several rule bases. 
They can not be joined in one rule base unless we normalize 
them using the method proposed in the paper. We constitute 
an ensemble of linear Takagi-Sugeno fuzzy systems 
modified to make possible merging rule bases. The 
modification relies on changing rule activation so as they 
sum to unity. Thanks to this it is possible to merge all rules 
as they have the same importance. Having one rule-base is 
very convenient in terms of interpretability and possibility to 
reduce its size. Numerical experiments on a well known 
benchmark showed the ensembles of modified TS fuzzy 
systems are able to learn very well.  
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