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Abstract— The goal of an on-line ontology-based question-
answering system is to automatically derive answers from ontol-
ogy knowledge bases without demanding additional information
or intervention from users. This paper focuses on the problem
of automatically mapping the tokens of a question into OWL
elements, as an important step towards the further construction
of answers. This problem can be essentially viewed as that of
question understanding. The basic ideas underlying our method
can be stated as follows: first we translate the tokens of a question
as well as their syntactical and semantic relations (as in NLP) into
constrained question variables and functions, and thereafter, we
utilize an optimization-based assigning mechanism to substitute
the question variables with the corresponding constructs in OWL
knowledge bases. In the paper, we will discuss our preliminary
studies using the questions collected from, and the knowledge
base built at, the International WIC Institute (WICI).

I. INTRODUCTION

In developing a question-answering system, one needs to
address the issue of how to derive appropriate answers with-
out requiring additional inputs or intervention from users.
Ontology-based question-answering makes use of some pre-
constructed, potentially useful ontology knowledge sources
to construct answers. One of key problems in building an
ontology-based question-answering is to understand a question
at hand through some candidate knowledge bases, that is,
to map a natural language question into logical queries for
inferring answers from the candidate knowledge bases given
certain semantic constraints.

In our work, since we are interested in on-line applications,
the candidate knowledge bases that we deal with will be
represented in OWL [1], [2], a standard Web Ontology Lan-
guage from W3C. Besides the candidate knowledge bases, the
process of mapping a question can also be affected by many
syntactical, semantic, and contextual factors, such as results of
in-depth linguistic analysis, profiles of users who ask in the
question, and the underlying common sense that is involved.
The paper will consider these factors and in particular focus on
how to formulate and translate the tokens of a question into the
OWL constructs subject to the above-mentioned determining
factors. On the one hand, different tokens in a question are

formulated into a set of variables, which are constrained
by factors originating from associated syntactical, semantic,
and contextual knowledge. On the other hand, each OWL
knowledge base is indexed like a ‘dictionary’ that is useful
for constructing the domains of question variables. Finally, our
method composes an optimization-based objective function for
matching question variables with sound OWL elements, e.g.,
for composing RDF triples as queries.

In our work, we have performed some preliminary evalua-
tions using the questions and knowledge base available from
the International WIC Institute (WICI), in order to validate
whether or not the proposed method given in the paper can
perform better than the keyword-based matching method with
lemmatization and normalization, a non-trivial benchmark as
used in many information retrieval studies.

The paper is organized as follows. Section 2 surveys related
work. Section 3 presents the constraint-based mapping method
in detail. We provide our experimental results in Section 4.
Section 5 concludes the paper and presents future work.
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A. Related Work

As reported in the literature, different QA systems have
used different methods of question understanding. Generally
speaking, the goal of question analysis in database-based QA
is to map natural language questions into well-formed SQL
queries. Decomposing questions for Web-based QA focuses
on rewriting natural language questions into search engine
queries. The goal of question understanding in ontology-based
QA is to interpret natural language questions with an available
ontology query language.

Much of the early work has been centered around the meth-
ods of natural-language question mapping based on databases
[3], [4], [5], [6], [7], [8]. Early methods [3], [4] have used
predicate logic as the representation language to manually
construct a concept map that captures the concepts and roles
involved in a question. PRECISE NLI [5], [6] parsed questions
to the corresponding SQL queries using a statistical parser as
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a “plug in”, lexicon, and a maxflow algorithm. Others [7],
[9] have explored a learning-based approach that combines
different learning methods in inductive logic programming
(ILP) to allow learners to produce more expressive hypotheses
than that of an individual learner and to build a predicate
lexicon with different learning methods.

Most of the recent work is concerned with Web-based QA,
where the issues of question analysis have been treated as
those of question classification [16], [17], [18], [19], [20] and
question rewriting [9], [11]. Studies on question classification
classify questions according to different methods and criteria
used, whereas question rewriting focuses on matching ques-
tions to query phrases based on either some simple, manually
constructed rules [9] or automated learning [11].

The previous studies that are related to our work include:
MOSES [14], Aqualog [15], as well as others [13]. However,
MOSES can deal only with questions in Denish and Italian.
The process of parsing questions involved natural language
processing and domain ontology modeling. AquaLog dealt
specifically with English questions by using customized triples
as the intermediate representation language. It required users
to manually solve the ambiguity problem in semantic under-
standing. Another difference between this work and ours is that
it involved most of the “who” and “what” questions, but not
the “when” and “where”. Strictly speaking, the work presented
in [13] was not a real ontology-based QA. Solvable questions
of the system were a subset of natural English (controlled
English). In this system, each query was translated into a dis-
course representation structure by a parser. To summarize, our
work differs from the above-mentioned work in the following
ways:

1) We attempt to incorporate associated knowledge that is
learned or collected from natural language processing,
machine learning, and behavioral learning.

2) Our work formalizes the associated knowledge into
quantitative functions in order to constrain the mapping
of question variables.

3) Our work applies different levels of natural language
processing in decomposing questions.

B. The Constraint-based Mapping Method

1) A General Description: Understanding questions using
candidate OWL knowledge sources is in essence to understand
the meanings of different components in a question based
on the elements or assertions given in OWL under some
conditions. In order to acquire a sound interpretation, two sub-
problems must be solved. One is concerned with the unit of
interpretation; another is related to the factors that contribute
to the understanding. With respect to the OWL knowledge,
elements such as Class or Property are the basic units. From
the point of view of natural-language QA, a word or a phrase
is an indivisible unit. Thus, in our work, the preferred granules
in decomposing a question will be the tokens such as words
or phrases, which can in turn match the elements of OWL.

In our work, the contributing factors include the domains
of questions, user profiles, and common sense, etc.. Different

types of associated knowledge may be derived using different
learning methods, and can have different roles in the question
mapping. In order to utilize them in a systematic way, we
will in this adopt a constraint-satisfaction-problem (CSP)
formulation.

The CSP is a fundamental problem in Artificial Intelli-
gence, which has been extensively studied by researchers with
many interesting real-world applications, such as knowledge
representation, scheduling, and resource allocation. Generally
speaking, the constraints in a CSP can take different forms,
such as logical, polynomial, fuzzy set based constraints. Ad-
dressing the complexity of decomposing a question and the
diversity of constraint factors, in our work we will provide
a CSP-based mapping method for interpreting a question in
terms of the elements in OWL.

The basic ideas of our method can be summarized as
follows. First, it builds a knowledge dictionary consisting of
the elements of OWL by using existing OWL parsers, such
as jena or OWL API. This dictionary is used for composing
the domains of question variables. Second, it decomposes
a question into a set of variables through natural language
processing. Finally, it incorporates and represents the associ-
ated knowledge of the question into constraints, and thereafter
represents them as an optimization problem.

Details on constructing a dictionary will not be discussed
in this paper. This section focuses primarily on decomposing
a question and formalizing related constraints.

2) Definitions: In this subsection, we will provide some
formal definitions that will be useful for our further descrip-
tions.

Definition 1: Let OntoElement :=< Type, Name,Rel−
ation > denote the elements in OWL, where Type is the ele-
ment type, including: class, individual, DatatypeProperty,
ObjectProperty, and value; Name := {Tokeni}r

i=1

corresponds to the names of the elements in OWL,
where Token composed of the elements in OWL are
words with lemmatization and normalization. Further-
more, Relation := {{< property, subject, object >j

}s
j=1|Name ⊆ (property ∪ subject ∪ object)}.
Definition 2: Let QuesBase :=< QV, QC > be a formal

representation of a question in a given context, where QV :=
{qvi}n

i=1 denotes a set of question variables, and each question
variable is written as qvi :=< ID, Term, Attribute >,
where ID is an identifier, Term := {Tokenj}r

j=1 denotes
question elements composed of words with lemmatization
and normalization in a question, and Attribute corresponds
to the properties of a variable. Examples of attributes in-
clude: {LEMMA, SY N , POS, PHTY PE, PHHEAD,
and NETY PE}. QC := {qck}m

k=1 is a set of constraints
related to the question, and its element is a question constraint
qck :=< S, R >, where S ⊆ QV is a set of variables, called
the constraint scope, and R : S −→ D is a function from S
to D, called the constraint relation.

Definition 3: Let D := {{Di}n
i=1|Di = {OntoElement

}s
j=1} denote a set of candidate OWL elements, called the

domain of a question variable.
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Fig. 1. A schematic illustration of question decomposition.

3) Question Decomposition: The ultimate goal of question
decomposition is to identify the tokens in a question (called
question variables) that can be interpreted as the elements
of OWL. In doing so, various basic techniques of natural
language processing will be involved, including tokenization,
identification of named entities (NE) and synonymies. Fur-
thermore, the identified tokens or question variables must
be in agreement with syntactical, semantic, and contextual
constraints.

Figure 1 provides a schematic illustration of question de-
composition, along with a sketch of question variables. As
shown in the figure, an original question is first decomposed
through tokenization into candidate question variables contain-
ing attributes and terms. Next, some parts of the variables are
replaced with named entities, as can be learned from related
texts, and at the same time, stop words are removed. Finally,
we supplement attributes of the variables by synonyms or
abbreviation.

4) Formalizing Basic Constraints: Generally speaking,
there are two important aspects to be taken into account in
understanding a question: question-based basic syntactical and
semantic constraints, and user-based external constraints. The
basic constraints are concerned with the degrees of similarity
between the texts corresponding to question variables, and the
associated relations as identified from syntactical and semantic
analysis. The external constraints include the common sense
knowledge related to the question domain, and in addition,
the background or profile of users. Both constraints, with
different representations, can be acquired by applying various
techniques, such as statistical analysis, machine learning, and
behavioral modeling. They can be formally represented using
quantitative functions that can, in turn, be utilized to optimize
question variables in OWL. At the present stage of our work,
we consider only the basic constraints.

Here, question variables refer to the words or phrases
in a question. Their corresponding candidate values are the
elements in OWL as acquired through surface text mapping.
The task of surface text mapping is to determine whether or
not the tokens of variables are the same as the OWL elements,
and if not, how similar the variables are to candidate elements.
Since each candidate element may be composed of a certain
number of tokens, a variable has different similarity comparing
with different candidate value. We use Eq. 1 to calculate

TABLE I
THE RELATIONS BETWEEN POS OF A QUESTION VARIABLE AND THE

ELEMENT TYPE IN OWL

POS
Element type in OWL

Class Individual OP DP rang
NNP? 0 1 0 0 1
VB? 0 0 1 1 0
CD 0 0 0 0 1
FW 0 1 0 0 1

the degree of similarity, where a ∈ [0, 1] is a decreasing
coefficient corresponding to the different expressions of the
same meaning, e.g., using synonyms or abbreviations. µ =
{0, 1} is used to activate the decreasing coefficient.

fsim(x|x∈Di
) = aµ |x.Name ∩ qvi.T erm|

x.Name
. (1)

Although natural language expressions and OWL are two
types of knowledge representations, there are some corre-
sponding relations between them. In particular, an element
type in OWL implies that an element with given a type is more
appropriate to be associated with a question variable with a
certain attribute (e.g., POS). For example: a proper noun is a
noun that names a specific person, place, or thing, whereas a
specific person, place or thing usually is asserted by individual
or DatatypeProperty : rang in OWL. Thus, a variable with
a proper noun in a question can be generally interpreted as
an element with an individual in OWL. In order to formalize
such qualitative corresponding relations, we have defined a
quantitative function, Eq. 2, which explains the possibility of a
question variable with a given attribute POS being interpreted
as an element type in OWL:

fPOS :
∏

x∈Si

Di −→ [0, 1] (2)

where 1 and 0 correspond to the full possibility and impos-
sibility, respectively. For other non-measurable methods, we
use 0.5 as an output. Table I presents the relations between
POS (POS tag is from Penn Treebank II Tags) and the element
types in OWL.

Note that members within the same phrases, modifiers,
and predicates constitute the dependent relations of question
variables, as identified from syntactical and semantic analysis.
The variables with the dependent relations are easy to be
mapped into OWL, as exhibited by RDF triples. In our present
work, we introduce a binary function, Eq. 3, to indicate
whether or not the existing OWL knowledge supports these
dependent relations:

f(phr,mod,pre)(x) = {
1, x ∈ Diand|∃x.Relation

∩{Rphr, Rmod, Rpre}| ≥ 2
0, other

(3)

where Rphr, Rmod, and Rpre denote a phase relation, a
modifier relation, and a predicate relation, respectively.

Once the existing qualitative constraints are formalized
into quantitative functions, finding a sound assignment to the
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TABLE II
THE ELEMENTS IN INSTITUTION.OWL

Element type Class Individual OP DP
Number 83 90 37 20

question variables can be treated as solving an optimization
problem. The specific objective function are given in Eq. 4,
where fk refers to different constraint functions, fsim, fPOS ,
and fphr. wk is the weight of a corresponding constraint,
which is used to express the importance of each constraint.

f(q) =
∑

qvi∈QV

max
x∈Di

{
m∑

k=1

wk × fk(x)}. (4)

C. Experiments

In our preliminary experiments, we set the same weights for
all constraints. We compare the performance of the constraint-
based method (called CBM) with that of a lexical-level,
keyword-based matching method with lemmatization and nor-
malization (called match). Note that the match method we
will compare with is a non-trivial method which has been
previously used in other information retrieval tasks.

1) Experimental Data: Although there exist various OWL
knowledge bases on the Internet, they, generally speaking,
only define some taxonomies in some domains but lack real-
world instance knowledge. In our present work, we are more
interested in an OWL knowledge base pertaining to specific
individuals and their properties, as related to the instances of
a university and the International WIC Institute (WICI), the
size of which is summarized in Table II.

We have used two types of natural language questions in
our experiments: One type of questions is related to the WIC
Portal [22], and another is from simulated questions regarding
the instances of the International WIC Institute (WICI) based
on the question set from Webclopedia [21]. The questions with
different types of answers and different degrees of complexity
are classified according to the question markers, including
who, which, and what etc., as shown in Table III. In the
questions, subjective questions, such as why and how, are not
included; an example of “other” questions is “Name the person
that has same advisor as Su Yila.”

2) Pre-processing: In the pre-processing stage, the ques-
tions are decomposed based on semantic entailment [23],
[24]. In order to eliminate the errors as introduced from
the question pre-processing, we need to manually check the
question set, and replace those that are falsely decomposed
or falsely labeled with some equivalence expressions through
manual or automatic semantic entailment.

The above-mentioned pre-processing based on semantic
entailment can also reduce the question variables that do not
contains candidate values.

3) Experimental Results: Tables III and IV show our ex-
perimental results. From the results, we can note that the
constraint-based method performs reasonably well some of
the cases. On average, this method presents a significant
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Fig. 2. A walk-through example of the constraint-based method

improvement over the match method; the precisions across
all classes of questions have been improved by over 15%.

A walk-through example, as given in Figure 2, shows
a mapping process between the question variables and the
elements in OWL.

II. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed the basic ideas and for-
mulation of a constraint-based method for semantic mapping
from a natural language question to the elements in OWL.
In this method, we first decompose questions into a set of
variables by means of syntactical and semantic analysis, and
then formulate their underlying constraints, e.g., associated
knowledge, into different quantitative functions. Thereafter, we
can make use of an optimization-based objective function to
find sound substitutes in the OWL knowledge representation
for the question variables. Our preliminary experiments using
the WICI knowledge base and question sets have indicated that
the proposed method is promising for further development.

In our future work, we will investigate in-depth how to
represent associated knowledge and how to systematically
derive and formulate the corresponding constraints for the
purposes of question understanding and semantic mapping.
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