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Abstract- In this paper we present the implementation of a
diagnostic system based on Artificial Neural Networks
(ANN) that can be used in the detection and classification of
heart murmurs. Segmentation and alignment algorithms
serve as important pre-processing steps before heart sounds
are applied to the ANN structure. The system enables users
to create a classifier that can be trained to detect virtually
any desired target set of heart sounds. The output of the
system is the classification of the sound as either normal or
a type of heart murmur. The ultimate goal of this research is
to implement a heart sounds diagnostic system that can be
used to help physicians in the auscultation of patients and to
reduce the number of unnecessary echocardiograms-- those
that are ordered for healthy patients. Testing has been
conducted using both simulated and recorded patient heart
sounds as input. Three sets of results for the tested system
are included herein, corresponding to three different target
sets of simulated heart sounds. The system is able to classify
with up to 85+ 7.4% accuracy and 95+ 6.8% sensitivity.
For each target set, the accuracy rate of the ANN system is
compared to the accuracy rate of a group of 2" year medical
students who were asked to classify heart sounds from the
same group of heart sounds classified by the ANN system.
System test results are also explored using recorded patient
heart sounds.

I. INTRODUCTION

Cost effective, accurate and early detection of cardiac illnesses
is important to curb deaths caused by cardiovascular diseases.
However, a substantial amount of health care money each year
is spent on healthy people when it should be put toward
assisting individuals who are ill [1]. One major cause of this
misallocation of funds is the unnecessary request for
echocardiograms.

When a patient visits the physician for auscultation, a heart
murmur is the most common abnormal auscultatory finding.
When a murmur is detected, the physician must decide
whether it represents either a pathological or an innocent
murmur [2]. An innocent heart murmur is one which does not
represent current or future illness. Oftentimes, a physician
who suspects that a patient is healthy will still order an
echocardiogram for reassurance, even though the cost of an
echocardiogram is high [1]. The result of this practice is a
misallocation of healthcare funds, since echocardiograms cost
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between $750-1500 [3]. While it is clearly important to avoid
type-I errors where healthy patients are sent for
echocardiogram, it is also important to avoid type-II errors—
the situation where a patient who has a pathological heart
murmur is sent home without proper treatment.

The ability of primary care physicians to accurately diagnose a
murmur is poor; as such, it is no wonder that studies show
significant numbers of people who have innocent murmurs still
have echocardiograms ordered [4]. This may occur if
physicians are settling for a high rate of type-I errors because
they assume their auscultation ability is not reliable enough to
rule out type-II errors.

In this work, we present the implementation of a diagnostic
system that can help to reduce the number of echocardiograms
that are ordered for healthy patients. The diagnostic system is
based on an easy-to-use graphical user interface that has been
designed using MATLAB software and the ANN Toolbox.
The system allows the user to interactively design and create a
heart sound classification system that implements a set of
ANNS as a means for classification. After a classifier has been
designed and created, the user is able to select any audio files
from the heart sound library on his or her computer and use
them as input to the ANN system.

The ultimate goal of the diagnostic system is to provide
physicians with an inexpensive classification tool to use along
with auscultation. The classifier may provide helpful guidance
in the event that a patient has a heart sound that is somewhat
difficult for physicians to diagnose. We hope that in the near
future, this type of guidance would reduce the tendency of the
physician to refer the patient to echocardiogram when the
physician is only somewhat uncertain of the diagnosis of the
heart sound.

To show the validity of the system in the classification of heart
sounds, testing has been performed using the ANN classifier to
distinguish between different types of heart sounds in three
different training target sets:
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1. normal heart sounds, aortic regurgitation (a type of
diastolic murmur denoted as AR), and aortic stenosis (a
type of systolic murmur denoted as AS).

2. normal heart sounds, AR, AS, and mitral regurgitation (a
type of systolic murmur, denoted as MR).

3. innocent (low-grade) AS and pathological (severe) AS.

Given an input heart sound of virtually any length or heart rate,
a segmentation algorithm is applied to compute the
representative single heart cycle for that sound.

The segmentation algorithm is used to identify the heart sound
components S1 and S2. Once the positions of these
components are located, individual heart cycles can be
identified and the average of all the cycles within the sound is
computed. The heart cycle obtained from the average will be
the one that represents the particular sound under study. Then,
the spectrogram of that heart cycle is computed. Using the
spectrogram, the 195Hz frequency component (time vs.
amplitude vector) of each sound in the design (or test) set are
extracted and aligned. Through experimentation it was found
that the 195Hz band of the heart sound contains the necessary
information for the ANN to identify the type of murmurs we
are considering in our study. The alignment algorithm then
prepares the vectors that will be inputted into the ANN system
for the design (or test) phase.

To design and test the ANN system, a heart sound library
consisting of 96 simulated heart sounds is used. The simulated
heart sounds were recorded from a device known as a Phono-
Cardio-Simulator, which has been used by medical schools to
teach auscultation to students. Also, recorded patient heart
sounds are available for testing from the Murmur Study
Library at the University of Minnesota Duluth. The sounds
from the Murmur Study Library were recorded (with IRB
approval) using a commercially available electronic
stethoscope provided by Welch-Allyn.  Echocardiogram
reports from St. Luke’s Hospital in Duluth, MN, have been
used to define the correct condition of each recorded patient
heart sound. Currently, the patient sounds used for testing in
this research include 7 examples of normal, 4 examples of AS,
2 examples of MR and 2 examples of AR.

As a means for comparison of ANN system results to a real-
world scenario, a group of medical students at the University
of Minnesota Medical School Duluth were asked to classify
the same set of simulated heart sounds that was used to design
the system described in this paper. The classification accuracy
for the students is provided and compared to ANN system
performance.

II. PRIOR WORK

Cardiology is a popular field for the different types of ANN
applications [5-10, 19-21]. Many studies have worked toward
designing practical murmur detector and classifier systems to
improve the diagnostic accuracy of physicians in small
practice settings. A report from 2004 described a murmur

classification system that achieved accuracy over 73%, but the
system was trained and tested using a small set of data—=6 total
sounds for training and an additional 38 sounds in the test set
[11].  Furthermore, many of those sounds are taken from
internet sources rather than more reliable recorded data. Other
studies describe research using larger sets of data that were not
collected from internet sources. As an example, one study
used an ANN structure to classify pediatric heart sounds as
either innocent or pathological [10]. Sounds were recorded at
a hospital using a microphone, and the frequency spectrum
was used as input to an ANN structure. The classifier
achieved high accuracy, but the system required its users to
select input vectors by hand based on the best observed cycles
in terms of background noise and heart sound clarity. The
need for a person to assess which signals are best to use for the
ANN system makes the system non-ideal for a real-world
scenario—a problem that is common to several reported
classifier systems [5-6, 11, 21].

Various segmentation algorithms are used in an attempt to
eliminate the need for manual selection of heart cycles from
heart sounds [6, 8-10]. Segmentation algorithms extract
individual heart cycles from heart sound recordings based on
properties common to all cardiac signals.  Still though,
problems arise due to issues such as background noise while
recording heart sounds. Also, some algorithms require the
inclusion of the electrocardiogram signal to complete
segmentation [5, 9-10].

The intent of this research is to first develop a working
classifier system using ANNs that accepts heart sound
recordings directly, processes the sounds, and provides a
classification as the output based on how the ANN is trained.
An important goal is to eliminate the need for human
interaction in selecting the best part of the heart sound to use
as input. The research begins by developing a system which
works using simulated heart sounds, and then system testing is
extended to include heart sounds recorded from patients using
a commercially available electronic stethoscope and a common
laptop running a Windows operating system.

III. METHODS

The design and implementation of the classifier system will be
described in the following order:

® Types of heart sounds that can be detected and
classified by the ANN system.

® Heart sounds database used for design and testing.

® Type of data and pre-processing steps that are used to
provide design and test vectors to the ANN classifier.

e ANN architecture used to create the classifier.

e  Steps that taken to design the ANN system.

e Procedure used to test the ANN system.

®  Procedure used to test 2™ year medical students.
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A. Types of heart sounds that are detected by the ANN system
Normal Heart — A normal heart sound consists of only a
distinct first and second sound, commonly referred to as S1
and S2, respectively. S1 marks the beginning of systole,
during which the heart contracts and the ventricles pump blood
through the aorta and pulmonary artery. S2 marks the
beginning of diastole, which is relaxation of the heart while the
ventricles fill with blood [12].

Aortic Stenosis (AS)— This heart murmur is associated with
the abnormal narrowing of the aortic valve, which impedes
normal blood flow during systole [12].

Aortic Regurgitation (AR)- Also known as aortic
insufficiency, this heart murmur is the result of blood that
leaks back from the aorta to the left ventricle during diastole
due to the failure of the aortic valve to close properly [12].

Mitral Regurgitation (MR)- Also known as mitral
insufficiency, this murmur is defined as the backward flow of
blood into the atrium (from the left ventricle) due to failure of
the mitral valve to completely close. Mitral regurgitation is
defined as a systolic murmur [12].

All diastolic murmurs are considered pathological, while
systolic murmurs can be either innocent or pathological
depending on the degree of severity of the condition. The
American College of Cardiology (ACC) suggests that if the
auscultator finds that a murmur is grade 3 or higher, or if the
murmur is end-systolic, holosystolic, or diastolic, then a
referral to echocardiogram is recommended [12]. This grading
system assigns grades of 1 to 6 to murmurs. It was developed
in 1933 and is entirely subjective: grade 1 is soft; grade 2 is
moderate, etc. [13].

B. Heart sounds database used for designing and testing

The heart sounds used to design the ANN system were
recorded from the Phono-Cardio-Simulator. The heart sound
simulator was provided by the University of Minnesota School
of Medicine Duluth, and it is commonly used to aurally teach
heart murmurs to medical students. The heart sound library
consists of 24 normal sounds, 24 AR sounds, 24 AS sounds
(12 innocent and 12 pathological), and 24 MR sounds (12
innocent and 12 pathological). The sounds within each group
of 24 files varied in heart rate, amplitude and duration of
murmur.

The Murmur Study Library from the University of Minnesota
Duluth provides recorded patient sounds that can be used to
test the system. These patient heart sounds were recorded
from four locations on the chest using an electronic
stethoscope provided by Welch Allyn and a laptop running
Windows XP.

Currently, the heart sound databank includes a total of more
than 110 sounds from over 28 patients, including more than
four types of murmurs. One of the future endeavors for this
research is more extensive testing using recorded patient
sounds. At present, recorded patient sounds used for testing
include 7 examples of normal, 4 examples of AS, 2 examples

of MR and 2 examples of AR. These 15 patient heart sounds
were selected as good representations of the heart murmurs
which this research focuses on.

Since the set of 15 patient sounds is a very limited sample size,
the average single cycle step was omitted for testing patient
sounds. Instead, individual heart cycles were extracted from
these 15 patient sounds, resulting in 22 normal cycles, 13 AS
cycles, 4 MR cycles and 6 AR cycles. Each of these 45 cycles
then represents the type of heart sound from which it was
extracted. The application of the average cycle technique will
be performed once a sufficient number of patient sounds is
available for testing.

One limitation of the recorded patient sounds is excessive
background noise which impairs correct operation of the
segmentation and alignment algorithms necessary for optimal
use with the ANN system. Once a filter module is designed
and included in the complete system in order to sufficiently
reduce the background noise, in-depth analysis of test results
using more recorded patient sounds can take place. Another
limitation of the recorded patient sounds is that the
echocardiogram reports used to assign a particular type of
murmur condition to each sound are often vague—several
types of trace murmurs can accompany a severe murmur in a
single patient sound, for example. Presently, the system has
only been designed to detect one type of murmur present in a
single sound. Future work could potentially explore multiple
murmurs in single sounds.

C. Data Type and Pre-Processing Steps Used for ANN
Vectors

The heart sound data that is provided to the complete system
must be in .wav audio format. = There are numerous
commercially available electronic stethoscopes capable of
recording heart sounds and transferring those sounds to a
computer in .wav format. Heart sounds of virtually any heart
rate or duration can be inputted to the system. Sounds with
large file size, i.e. high sampling rates or long duration, will
result in longer computation time for the system, but otherwise
the system results are unchanged.

The first pre-processing step uses a segmentation algorithm to
identify the heart sound components S1 and S2 within the
original heart sound (Fig. 1). The segmentation method is
based on the low-frequency components of the signal. The
spectrogram of the full heart sound is computed and the 45Hz
frequency band is extracted (Fig. 2). The high amplitude
components of the 45Hz band of the heart sound are observed,
and S1 and S2 are identified based on the timing between
those high amplitude components. The fact that the time from
S1 to S2 (systole) is always less than the time from S2 to S1
(diastole) is the basis for this algorithm.

The time locations of S1s and S2s are determined, and then
single heart cycles within the whole heart sound can be
identified and re-sampled to normalize their lengths. Only a
single heart cycle is used for the analysis and classification of
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Fig 1. The time vs. amplitude plot of a heart sound with severe AS.

the sound. Instead of taking any of the individual cycles from a
heart sound for the analysis, the average of the single cycles is
computed and the resulting average heart cycle for that heart
sound will be the one that is processed and inputted into the
ANN for design (or testing) (Fig. 3). Compared to the use of a
single extracted heart cycle from a heart sound, the average
heart cycle technique provides a better representation of the
complete heart sound. Also, the averaging technique helps to
reduce the effect of anomalous heart cycles that may be
present in a heart sound.

The next step in the pre-processing is to compute the
spectrogram of the average heart cycle. Using the spectrogram,
the 195Hz frequency band is extracted to serve as the input
vector that will be fed into the ANN classifier. After studying
and analyzing several frequency bands in the spectrogram for
different heart sounds, we found that the 195Hz component
I Ak Y il Il RN “||_|

i {

H
8

Frequency (Hz)

Amplitude

1 15 ) 25 3

Fig 2. Illustration of the extraction of the 45Hz frequency component
(bottom) of the heart sound using the spectrogram (top).

contains the necessary information for the ANN to identify the
types of murmurs we are considering in our study. Fig. 4
illustrates the extraction of the 195Hz band from the
spectrogram of the heart sound. The murmur is apparent in the
195Hz band—in the case of Fig. 4, the murmur occurs
between S1 and S2. The group of 195Hz frequency bands
from all average heart cycles in the design (or test) set makes
up the set of vectors that will be inputted into the ANN system
for design (or testing). First, though, an alignment algorithm is
applied.

In order to account for the variability in S1-S2 intervals
between heart sounds with different heart rates, an alignment
algorithm is applied to the design (or test) vector set. The total
number of data points to use for the input vectors to the ANN
structure is first set—for example, 25 data points are used for
every input vector to match the 25 input neurons of the ANN.
The alignment is performed by sampling 60% of the desired
number of total data points equally spaced from the end of S2
to the end of S1 and sampling the remaining 40% of total data
points from the end of S1 to the end of S2. The result is that
for different sounds, regardless of the time between S1 and S2,
the same number of data points are taken from before (60% of
total data points) and after (40% of total data points) the end of
S1 (Fig. 5).

Sampling at a fixed number of data points across the single
heart cycle maintains sufficient detail that was found in the
original frequency slice vector while eliminating some
redundancy of information. For example, using 50 data points
the sample spacing results in a time resolution of 20
milliseconds per sample for a heart rate of 60 beats per minute
(bpm). This resolution becomes finer as the heart rate
increases, and thus sufficient detail is maintained within a
heart cycle. The alignment algorithm ensures that the input
data is always presented to the input neurons of the ANN in
the same order: from the end of S2 to the end of the
subsequent S2.
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Fig 3. The average heart cycle—the result of averaging together the
single cycles found by applying the segmentation algorithm to the heart
sound in Fig. 1.
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Fig 4. Tllustration of the extraction of the 195Hz frequency component
(bottom) of the heart sound using the spectrogram (top).

D. ANN architecture used to create the classifier

Resilient back-propagation was used as the training algorithm
for the feed-forward ANN classifier since it is recognized as a
good algorithm for the purpose of pattern recognition [14].
The results shown in this report are from an ANN system using
3 hidden layers with 25 neurons each, 25 input neurons, one
output neuron, a training mean squared error goal of 0.0005,
and a learning rate of 0.0005. These parameters were
optimized by repetition and comparison, with consideration
from previous work [11].

E. Design of the ANN system

The process of designing the ANN system encompasses both
the training and validation steps that are commonly referred to
in ANN literature [15, 6-7]. In order to design the ANN
classifier, a set of training vectors based on the desired training
targets must first be provided. The user specifies separate
directories on their computer for each desired target. Each of
these directories contains only one type of heart sound—for
example the group of 24 unique normal sounds or the group of
12 innocent AS sounds. When a directory is selected to
represent a training target, the system randomly selects 50% of
the files within that directory to use as the design set for that
target, while the other 50% of the files are left to use as the test
set. Once the user specifies that they are ready to train the
neural network (i.e. all of the desired targets have been
defined), the system is trained and all ANN characteristics are
fixed.

As an example of a classifier design set, consider the target set
which trains the ANN system to detect normal, AR and AS.
Three training target directories are selected. Each of the three
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Fig 5. Before (top) and after (bottom) the alignment algorithm is applied
to a set of 195Hz bands for 3 different normal heart sounds. The vertical
lines mark the end of S1 (left) and S2 (right) in the plots.

directories contains 24 unique heart sound files, thus each of
the three training target sets consists of 12 unique heart sound
files. The remaining files in the three directories that were not
used for the design are used as the test set.

Once the ANN classifier has been designed, the test set(s) are
used as input to the system.

F. Procedure used to test the ANN system

Once the ANN classifier has been designed and created, the
user can either observe the output results using the test set or
using any single heart sound file on their computer in order to
use it as input. An output is then provided which indicates
which training target is most similar to the current test input.

A comparison of the simulated heart sounds used in this
research to heart sounds recorded from an electronic
stethoscope shows that, after some signal processing, the
sounds compare quite closely. Fig. 6 shows a comparison
between two normal heart sounds: the first recorded from the
Phono-Cardio-Simulator and the second recorded from an
electronic stethoscope from Welch Allyn. Thus, designing the
system with simulated sounds is expected to yield useful
results for testing both simulated and patient-recorded heart
sounds.

G. Procedure used to test 2" year medical students

In order to put the ANN system accuracy into perspective, a
group of 2™ year medical students at the University of
Minnesota School of Medicine Duluth was asked to classify a
set of simulated heart sounds taken from the same set used for
ANN testing. To provide a side-by-side comparison, the
accuracy of the 2™ year medical students is shown for each
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Fig. 6. Comparison of a heart sounds recorded from the Phono-Cardio-
Simulator (top) and from the Welch Allyn stethoscope (bottom).

corresponding set of target sounds—for example, for the ANN
accuracy using the normal vs. AR vs. AS target set, the
medical student accuracy represents the accuracy for detecting
only normal, AR and AS sounds.

IV. RESULTS AND ANALYSIS

The ANN architecture was determined through comparison of
preliminary test results. To determine the optimal number of
hidden layers and of neurons to use in the input and hidden
layers, system complexity was reduced until performance
began to degrade. The result of this procedure was an ANN
structure using 3 hidden layers with 25 neurons in the input
and hidden layers.

Note that for this research only one frequency component
(195Hz) is used as input to the ANN system, while multiple
frequency components could be used in one system. The GUI
used to create the system allows users to select multiple
frequency components, and a unique ANN system is created
for each specific frequency. The single frequency component
is described in this work in order to simplify the analysis of
results, but the use of multiple frequency bands in a single
ANN system remains to be explored further in future work.

Now that 3 hidden layers and 25 nodes per layer have been
selected as the best configuration that has been analyzed,
sensitivity and specificity can be explored. The sensitivity,
given by (1), is a very important measure for this particular
research since it is a measure of the percentage of patients with
unhealthy hearts that are recognized as such. With a high
sensitivity, the system has fewer Type II errors—the case when
an unhealthy heart is classified as healthy.

(frue positives )

Sensitivity = (1)

(true positives + false negatives)

The specificity, given by (2), is the percentage of healthy cases
that are classified as healthy. With a high specificity, the
system has fewer Type I errors—the case when a healthy heart
is classified as unhealthy.

(frue negatives )

Specificity = )

(true negatives + false positives)

For this system, high sensitivity is more important than high
specificity. Higher sensitivity increases the number of patients
with healthy hearts who are told they are unhealthy and sent to
echocardiogram for further testing. More importantly, higher
sensitivity reduces the number of patients with an unhealthy
heart that are told they are healthy. On the other hand, higher
specificity reduces the number of healthy patients who are
referred to echocardiogram for further testing, while it
increases the number of patients who have a heart murmur but
are still told that they have a healthy heart—they are released
from care with a potentially deadly heart condition. Therefore,
high sensitivity is a much more desirable goal for this system.

The accuracy of the 2™ year medical students is compared to
the accuracy of the ANN system in Table I for the three
different target sets. The intervals listed are the 95%
confidence intervals for the true mean values. The results are
also displayed graphically in Fig. 7, 8, and 9.

The sensitivity for the medical students has not been reported
in Table I because a detailed sensitivity analysis remains to be
completed. However, the general trend is that, for the medical
students, there are few false-negative diagnoses, i.e. the
students rarely classified a heart sound as normal when a
murmur was in fact present. The most common error is that
the student recognizes that a murmur is present, but they are
unable to identify the type of murmur.

Observing these results, there are several important features to
note. First, the reported auscultative accuracy rate of primary
care physicians is between 20-40% [1, 4, 16]. Although this
range is the accuracy for physicians who are detecting heart
murmurs using patient sounds, the accuracy rate for the 2™
year medical students observed in this study is similarly low
when trying to classify simulated heart sounds. For each of the
three target sets used in this research, the ANN system clearly
has far better accuracy than the medical students.
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Another important piece of information is that, in general,
expert cardiologists have an auscultative accuracy rate of
roughly 80% [1, 11]. The 95% confidence intervals given for
the accuracy rate of the ANN system each include the 80%
accuracy level, which indicates that if these results could be
reproduced using patient sounds, this particular classifier
system could prove very useful as an aide for primary care
physicians before deciding whether or not to refer a patient for
an echocardiogram.

System performance using patient sounds was less impressive
than performance using simulated sounds. For the system
trained to detect and classify simulated sounds representing
normal, AS, and AR, the system achieved an average of 85%
accuracy. However, when testing this same system with
recorded patient sounds, the average accuracy was only 48.7 +
12.7%.

There are several factors that could have led to the low
accuracy when testing with patient sounds. One issue is that
even after filtering the patient sounds, there is some
background noise present. The system seems to have
difficulty classifying sounds with excess background noise
when it has been trained using simulated sounds with a very
low level of background noise. Also, the alignment algorithm
was not able to properly align several of the 45 patient heart
cycles. In these cases the system would be less likely to
correctly classify the sounds, since testing without properly

applying the alignment algorithm means that S1 and S2, and
subsequently systole and diastole, will not be applied to the
same input neurons that were used during system training.

One potential solution to address the background noise in
patient sounds is to train the system with noisy simulated
sounds. Instead of using the simulated sounds directly to train
the ANN, white Gaussian noise could be added to the
simulated sounds, and then those noisy simulated sounds could
be used to train the ANN system. Additionally, more
advanced filtering methods could be applied to the patient
sounds. Literature suggests that wavelet analysis is a powerful
tool for extracting only the meaningful portions of heart
sounds, and this may lead to successful noise suppression [6-
9]. The noise reduction within the patient sounds would also
help to reduce the failure rate of the alignment algorithm, since
the main reason for failure of alignment is the presence of high
amplitude anomalies at very low frequencies. It may also be
possible to design a simple physical device to use with the
stethoscope in order to reduce the likelihood of moving the
chest-piece while recording patient sounds—a main cause of
the low frequency background noise. Higher frequency noises,
such as respiratory sounds, do not effect the alignment
significantly since only low frequency bands are used to align
sounds.

The current accuracy rate of the system for patient sounds is
clearly not high enough to significantly improve a real-world
situation. However, the suggested changes to the overall

TABLE I system design are expected to improve performance.
Comparison of Accuracy for Medical Students and ANN
Targets Med Student Accuracy ANM Accuracy ANM Sensitivity
N, AS, AR B/AL1T% B5 +7.4% 95 +6.8%
N, AS, AR, MR 279+ 116% 76+6.1% 897 +59%
AS-Inn., AS-Path. 19.0 £13.2% 70+9.8% 67 +11.8%
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Fig. 7. Classification accuracy for the ANN
system versus medical students for normal, AR,
and AS.

Fig. 8. Classification accuracy for the ANN
system versus medical students for normal, AR,
AS, and MR.

Fig. 9. Classification accuracy for the ANN system
versus medical students for innocent AS and
pathological AS.
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V. CONCLUSION

The auscultative accuracy rate of the average physician is
clearly low, and this fact leads to the referral of healthy
patients for echocardiogram. Unnecessary referral to this
costly procedure could be reduced if an inexpensive yet
reliable diagnostic tool were available as an aide for
physicians. The software system proposed in this work
attempts to provide such a tool.

The software system provides the user with an output
classification for an unknown heart sound, and this information
could prove useful for a physician to consider when deciding
whether or not to refer a patient for echocardiogram. It is
expected that future research in noise reduction methods will
lead to even better rates of classification.

Future work will emphasize pre-processing steps that will
reduce the background noise levels present in the recorded
patient sounds. As mentioned previously, wavelet analysis
may be explored, and an attempt will be made to train the
system using noisy simulated sounds. When the set of
available patient sounds is large enough, an attempt will be
made to train the system using patient sounds and observe
performance. Additionally, research will include a slight
change in the type of input vector used. Results are expected
to improve if S1 and S2 are excluded from the input vector,
since murmurs will occur over systole and diastole but they
will be virtually undetectable during S1 and S2. In any case, it
is important to show that the accuracy of the ANN system is
high enough using patient sounds, not only simulated sounds,
before it can be considered for a real-world application.
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