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Abstract-Behavior scoring is an important part of risk 

management in financial institutions, which is used to help 

financial institutions make better decisions in managing existing 

customers by forecasting their future credit performance. In this 

paper, a modified genetic programming (MGP) is introduced to 

solve the behavior scoring problems. A real life credit data set in 

a Chinese commercial bank is selected as the experimental data 

to demonstrate the classification accuracy of this method. MGP is 

compared with back-propagation neural network (BPN), and 

another GP that uses normalized inputs (NGP), the experimental 

results show that the MGP has slight better classification 

accuracy rate than NGP, and outperforms BPN in dealing with 

behavior scoring problems because of less historical samples of 

credit data in Chinese commercial banks. 

Keywords: Data Mining; Genetic Programming (GP); 

Behavior Scoring; Back-propagation Neural Network (BPN). 

ⅠINTRODUCTION 

Forecasting credit risk has become more and more 
important in financial institutions, and is one of the 
applications that have obtained serious attention over the past 
decades. Modeling techniques like traditional statistical 
analyses and artificial intelligence techniques have been 
developed in order to tackle this task [1]. A good model not 
only helps financial institutions make correct decisions quickly, 
but also helps them to avoid potential loss. Hence, developing 
 a more proper model is an important task for researchers. 

Credit scoring [2, 3] and behavior scoring [4, 5] are the 
                                                        
   *This paper is supported by academician start-up fund (Grant No. X01109) 
and 985 information technology fund (Grant No. 0000-X07204) in Xiamen 
University. 

techniques that help financial institutions decide whether or 
not to grant credit to applicants. There are two types of 
decisions financial institutions have to make. One is how to 
grant credit to a new applicant. Credit scoring can help them 
answer this question. The other is how to make credit limit or 
marketing strategies to existing customers. Behavior scoring is 
a tool designed to be special for this question. This paper is 
trying to deal with the latter decision making problem. 
Behavior scoring model is used to help decision-maker make 
better decisions in managing existing customers by forecasting 
their future credit performance. 

Currently, researchers have developed a lot of traditional 
statistical methods and artificial intelligence tools for behavior 
scoring, such as rough sets, k-nearest neighbor, decision tree, 
and artificial neural network (ANN) [6-9]. We believe the 
application of GP in this field is a promising research area, 
since GP has the advantage of performing a global search in 
the space of candidate rules. In the context of classification 
rules discovery, in general GP makes it cope better with 
attribute interaction than greedy rule induction and decision 
trees. In fact, several papers have been proposed to discover 
intelligible classification rules using GP [10-12]. But, those 
papers cannot provide the concise and useful classification 
rules. In this paper, MGP for discovering the intelligible 
classification rules is developed; the computational results 
show that MGP is very efficient. 

The paper is organized as follows: Section Ⅱ describes the 
basic concepts of the GP. MGP is proposed to solve behavior 
scoring problems in Section Ⅲ. The experimental results are 
reported in Section Ⅳ. Conclusion is provided in SectionⅤ. 
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Ⅱ BASIC CONCEPTS OF GP 

GP was first proposed by Koza [13], which had been used 
in a range of problems including classification [14], and 
symbolic regression [15]. When using GP, the aim is to 
automatically extract intelligible classification rules for each 
class in a database. The representation of GP can be viewed as 
a tree-based structure composed of the function set and 
terminal set. The function set is the operators, functions or 
statements such as arithmetic operators or conditional 
statements which are available in the GP. The terminal set 
includes both variables, and constants. For example to express 
(x + (y ÷ 3)), the GP-tree can be represented as Fig.1. 

 
Fig.1. The representation of GP tree. 

The major steps of genetic programming can be formalized 
as follows: generate at random an initial population of 
individuals representing potential solutions to the 
classification problem for the class at hand; evaluate each 
individual on the training set by a fitness function; on the basis 
of Darwin’s evolutionary theory, select genetic operators (e.g. 
crossover, copy, mutation) to produce new individual, until an 
acceptable classification individual is found or the specified 
maximum number of generations has been reached. Next, we 
will introduce three main operators, crossover, mutation, and 
copy.  

In GP, the crossover operates on two individuals, and 
produces two child individuals. Two random nodes are 
selected from within each individual and then the resultant 
sub-trees are swapped, generating two new individuals. These 
new individuals become a part of the next generation of 
individuals to be evaluated. An example of a crossover 
operator in GP is shown in Fig.2. 

GP uses the mutation operator to avoid falling into the local 
optima. The mutation operator can be applied to either a 
function node or a terminal node. Randomly select a node in a 
sub-tree and replace it with a new created sub-tree randomly. 
Finally, the copy operator can choose an individual in the 
current population and copy it without changes into the new 

population. 
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Fig.2. The effect of a crossover operation.  

Ⅲ MGP FOR BEHAVIOR SCORING  

In this section, we depict the procedures of the MGP system 
which is used to solve the behavior scoring problems.  
 
A. Encoding 

In order to obtain the classification rules efficiently. First, 
discretization of continuous attributes should be employed 
before MGP. Many algorithms have been proposed to deal 
with it. In this paper, we select the Boolean reasoning 
algorithm [16]. Then, the maximum GP-tree depth of six is 
enforced to ensure for obtaining a simple rule. In addition, the 
function set only consists of the logical connectives {AND, 
OR, NOT}, and the relation operators {≤, ＝ , ≥}. The 
terminal set is simply predicting attributes Ai or values in the 
domain of Ai.  

The procedures of creating the individuals in the initial 
population follow some constrains: 

(1) Randomly select from the function or terminal set. 
(2) A relational operator’ right child can only be the 

predicting attributes Ai, and its left child can only be 
value in the domain of Ai. 

(3) An internal node’s parent can only be a logical 
connective. 

(4) The root node can only be a logical connective. 
For example, if the good credit customer can be represented 

using the GP-tree as shown in Fig.3, then the rule can be 
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interpreted as  
      IF (A1 ≥ 3 AND (A2 ≤ 6 OR A5 = 1)) 
      THEN customer = good credit. 
 

 
Fig.3. The representation of the classification rule using the GP-tree. 

 
B. Genetic operators 

Our model selects crossover, copy, and mutation operators. 
In order to avoid producing an invalid child, some restrictions 
have been imposed. An internal node does not swap with a 
leaf node. Only the compatible operators can be swapped. 
 
C. Fitness function 

The measurement of fitness is a rather nebulous subject 
since it is highly problem-dependent. In this paper, the fitness 
function is similar to that first proposed in [17]. 

Before the definition of the fitness function, a review of 
some basic concepts on classification-rule evaluation is 
necessary. When using a rule for classifying a data instance (a 
record of the data set being mined), depending on the class 
predicted by the rule and on the actual class of the instance, 
one of the following four types of result can be observed: 

(1) True positive: The rule predicts that the instance has a 
given class and the instance does have that class. 

(2) False positive: The rule predicts that the instance has a 
given class but the instance does not have it. 

(3) True negative: The rule predicts that the instance does 
not have a given class, and in deed the instance does 
not have it. 

(4) False negative: the rule predicts that the instance does 
not have a given class but the instance does have it. 

Let tp, fp, tn and fn denote respectively the number of true 
positives, false positives, true negatives and false negatives 
observed when a rule is used to classify a set of instances, the 
fitness function of MGP can be described as 

pn

n

np

p
i ft

t
ft

t
ff

+
+

+
=    

where ffi denotes the predictive accuracy. 
 
D. Classification of newly entered instances 

Now, we introduce the procedures of classifying newly 
entered instance. We derive the rules as simply as possible for 
each class so that only a few rules are derived to represent the 
general trend of each class. If we want to derive another rule 
in a class, the data which satisfy any rule should not be trained 
again. Then we can extract k types of classification rule set 
from the train data set, where k denotes the number of classes.  

When a newly entered instance is fed in the model, the 
instance can be classified as the following situations: first, if 
the instance satisfies one of the k rule sets, the instance is 
simply assigned the class; second, if the instance satisfies 
more than one rule set, the instance is assigned the class 
predicted by the rule with the best fitness; finally, if the 
instance does not satisfy any rule in the rule sets, the instance 
is assigned to the default class which is the class of the 
majority of the instances in the sample. 

Ⅳ THE EXPERIMENTAL RESULTS 

A credit card data set provided by a Chinese commercial 
bank is used to demonstrate the feasibility and effectiveness of 
the proposed method. The data set is in recent eighteen months, 
and includes 599 instances. Each instance in the data set 
contains 17 independent variables. The decision variable is the 
customer credit: good, bad, and normal credit. The number of 
good, normal, and bad is 160, 225, and 214. The detailed 
descriptions of those variables are listed in TABLE Ⅰ. 

In this paper, MGP is compared with BPN which has been 
successfully applied to credit analysis [18, 19]. The main 
purpose of this comparison is not trying to show that MGP is 
better than the BPN under all circumstances; we will simply 
focus on testing the advantages of MGP in the small data set at 
the situation of China. In addition, MGP also compared with 
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NGP proposed in Reference [11] which uses normalized 
inputs. 

TABLE Ⅰ 

DATA SET DESCRIPTION 

Index Description Index Description 

1 Sex 10 Address 

2 Age  11 Telephone 

3 Card credit limits 12 Occupation 

4 Last customer credit  13 Total asset  

5 Last Card credit limits 14 Total saving  

6 Customer type 15 Flow asset 

7 Education level  16 Debt total 

8 marriage status, 17 Average of saving   

9 Month income   

Decision attribute        Customer credit 

 
The MGP, NGP, and BPN are developed by using the C++ 

language. The parameters of MGP can be described as follows: 
the population size is 1000; the maximum number of 
generations is 50, the crossover probability is 0.9; the mutation 
probability is 0.1; and the selection operator is lexicographic 
parsimony pressure tournament [20]. For the BPN, several 
options of the neural network configurations are tested, we 
select 17-32-1 [21]. The learning rate and momentum are set 
to 0.75 and 0.15, respectively. For the NGP, the detail design 
refers to Reference [11].  

To provide a reliable estimate and minimize the impact of 
data dependency in developing behavior scoring models, 
k-fold cross-validation is used to generate random partitions of 
the credit data sets [22]. In this procedure, the credit data set is 
divided into k independent groups. MGP, NGP, and BPN are 
trained by using the (k-1) groups of samples and tested by 
using the remained group. This procedure is repeated until 
each of the groups has been used as a test set once. The overall 
scoring accuracy was reported as an average across all k 
groups. In this paper, the value of k was set to 5 and thus 
forms a 5-fold cross-validation. Since the training of MGP, 
NGP, and BPN is a stochastic process, five iterations of the 
MGP, NGP, and BPN in the same data sets, the final results in 
each group are an average of five iterations. 

Next, we can use MGP to discover intelligible classification 
rules. For the first group, the classification rules are shown in 

TABLE Ⅱ. The classification accuracy rate obtained by MGP, 
NGP, and BPN are shown in TABLE Ⅲ. 

 

TABLE Ⅱ 

RULES ARE DERIVED FROM THE FIRST ITERATION 

 Rule Class 

1 IF (Total asset >= 496,216) AND 

(Address = Register ) THEN 

Good credit 

2 IF ( Total asset >= 205,516 ) AND  

(Total asset <= 263,792) THEN 

Normal credit 

3 IF (Total asset <= 191,306) OR 

(Last customer credit = 0) THRN 

Bad credit 

 

TABLE Ⅲ 

CLASSIFICATION ACCURACY RATE (%) ON THE TEST DATA SETS 

 MGP NGP BPN 

Group 1 89.94 89.17 86.59 

Group 2 90.50 89.13 87.24 

Group 3 91.62 90.32 88.92 

Group 4 88.27 88.12 86.76 

Group 5 88.83 87.75 84.31 

Overall 89.83 88.73 86.76 

 
From the TABLE Ⅲ, we can observe that the modified 

MGP method developed in this paper has higher classification 
accuracy rate than the NGP and BPN. In addition, MGP and 
NGP have better performance than BPN in both classification 
accuracy rate and rule comprehensive. The computational 
results further verify the conclusion in reference [23] which 
turns out ANN is only suited for lager data sets. Therefore, we 
can conclude that MGP outperforms BPN in dealing with 
behavior scoring problems in Chinese commercial banks 
which have small historical samples. 

Ⅴ CONCLUSION 

In this paper, a modified MGP is introduced to solve the 
behavior scoring problems in a Chinese commercial bank. The 
experimental results show that MGP performs well in the 
small samples. However, in China’s situation, many 
commercial banks have no enough historical data. As a result, 
MGP has an extensive application in China. 

In this paper, when a newly entered instance does not 
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satisfy any rule or satisfy more than one rule, we roughly 
classify it to a class, how to classify it precisely will be 
investigated in our future work. In addition, Combining MGP 
with other artificial intelligence technologies may also be our 
future research work. 
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