Abstract—This paper presents a novel framework for predicting stock trends and making financial trading decisions based on a combination of Data and Text Mining techniques. The prediction models of the proposed system are based on the textual content of time-stamped web documents in addition to traditional numerical time series data, which is also available from the Web. The financial trading system based on the model predictions (ADMIRAL) is using three different trading strategies. In this paper, the ADMIRAL system is simulated and evaluated on real-world series of news stories and stocks data using the C4.5 Decision Tree Induction Algorithm. The main performance measures are the predictive accuracy of the induced models and, more importantly, the profitability of each trading strategy using these predictions.

I. INTRODUCTION

The Efficient Market Hypothesis (EMH), as stated by Fama ([7], [10], [11]), assumes that 'Stock prices fully reflect all their relevant information at any given point in time'. As the basis for growth and development of a modern economy this means that no information or analysis can be expected to outperform the market and that stock prices follow 'Random Walks' ([9]), where a change in stock price over time is purely random and statistically independent of the stock price in the past. However, to this day no one can explain the anomalies in the market, which can be utilized to assure some short term predictive power ([6], [9], [12]).

In making their own forecasts most financial specialists try to exploit the time gap of the market's adjustment to new information. They reduce their risk by combining both technical (base future price predictions on past prices) and fundamental (base predictions on real economy factors, such as inflation, trading volume, organizational changes in the company etc.) analysis strategies, which are mentioned by Gidófalvi ([4]) and fully explained by [9]. In order to obtain the data required by both strategies, one can refer to various publicly available resources like the stock market itself, the companies, news articles, etc.

A rather new source for information in the late 20th and the 21st centuries is, of course, the Internet. In order to exploit this relatively new media as an additional tool supporting the forecasting task, we need to combine techniques from both time series data mining and web content mining.

The conventional approach to modeling stock market returns is to model the univariate time-series with autoregressive (AR) and moving average (MA) models. Recently, Engle [13] and Bollerslev [1,2] provided a new very powerful tool for the modeling of financial data in general and stock market returns in particular. The new process suggested by Engle and Bollerslev [14] is different from earlier conventional time series models [7] in that, instead of making the assumption that the variances are constant they allow the conditional variances to change over time as functions of past errors. These models are deterministic in the sense that they attempt to use mathematical equations to describe the process that generates the time-series. A disadvantage of these models lays in the assumption that trader or financial analyst needs to determine the appropriate number of lags and sometimes the successful analysis is based on the experience of analyzing the enormous variety of time series econometrical models. The advantage of these models lays in their ultimate interpretability.

Most studies ([8], [13], [23]) agree that the process of Knowledge Discovery in Databases (KDD), involves iterating over four general steps each using independent tools: 1) data cleaning and preprocessing (create a common data representation from different sources and different data types ranging from relational, transactional and spatial databases to large repositories of unstructured data such as the World Wide Web), 2) discover relationships in the data using data and text mining algorithms, 3) post processing of discovered patterns, 4) Use the model to perform actions in the real world.

When adding the aspect of time to the Data Mining process, it is understood ([8]) that database records are time stamped and meaningful only as part of a time segment or time series. In [8], Last et al. use a signal processing technique to pre-process the raw time series data.

Most of the studies done in order to combine inference from time-stamped news stories and time series stock data are different in their concepts and methods. Each study uses a different time series, text classifier, features, target attributes, time window length, weighting method etc. However, they do go through the following common stages:

- Define stock trends from the raw Time Series stock data using similar methods to those used by [6].
- Define a Window of Influence, which is a time frame taken before and after the publication time, t, of a web.
article ([Window Start Point], [Window End Point]): In [2], Gidófalvi defined it as [-20, 20] minutes from the publication time \( t \). Lavrenko et al. ([3]) define the Window as 5 hours before \( t (-300, 0] \) minutes and [15] use a one-hour Window before \( t (-60, 0] \) minutes.

- Align the time stamped news articles to stock trends according to the Window of Influence and score them: in [2] the news articles are scored relative to the change in stock price and the change in the price of the index it belongs to (Astock-price, Aindex-price) and labels them in reference to a threshold value. Both [19] and [16] compare a predefined list of key words, which were given by experts, to the occurrence of words in the text.

- According to the common KDD practice, induce a model, which learns how to classify an article with a predefined trend and use the prediction model to detect future trend occurrences: [4] uses the Rainbow Naïve Bayesian text classifier package and [5] also uses the Bayes theorem to find trend relevance probability, but they compare a new arriving document about a certain stock against a representative 'language model' of five possible trends. Both [19] and [20] follow a rule based approach to create probabilistic classification data-log rules, which are applied to one or more backward time periods (one hour to one day).

- Evaluate the model prediction ability: [4] showed low predictive power explained by the existence of duplicate stories in the dataset. After running a 40-day simulation on the real market, [5] showed better results than random actions. Predictions made by [19] outperformed conventional time series analysis, two different neural nets and random guessing. [20] tried to predict the indices of five global markets and the importance of their results is in showing that the best accuracy (sometimes over 60%) was achieved in the US market indices.

In this paper, we present a new system (Admiral) for detecting stock trends based on the combination of Data Mining and Web Content Mining techniques. Admiral - is a new Financial Trading System which: 1) creates a "melting pot" of numeric and textual data before running an induction algorithm, 2) extracts automatically key words and phrases instead of using a prior expert list of phrases, 3) eliminates the need for word independence assumption by using Decision Trees rather than Naïve Bayes, 4) extends the Window of Influence of news articles in the prediction task from minutes to days.

The rest of this paper is organized as follows: In section II we describe the stages needed for ADMIRAL to be operationally useful. Section III describes the evaluation of the system in a simulated environment. Section IV presents the evaluation results and finally, Section V provides the conclusions.

II. ADMIRAL – PERFORMING THE PREDICTION STEPS

The ADMIRAL system is designed as a full cycle prediction system for stock trends according to past numeric values of the stocks as well as their related textual web articles. ADMIRAL goes through six steps, as shown in Fig. 1, which are:

- Step 1: Data Collection from the Web.
- Step 2: Feature Extraction.
- Step 3: Textual Weighting.
- Step 4: Combined Data-Set Construction.
- Step 5: Classification Model (Decision Tree) Induction.
- Step 6: Market Action Recommendation.

![Fig. 1. Prediction Scheme with Mixed Numerical and Textual Data](image)

Most steps are supported by various tools to perform the task at hand. The preferred configuration of tools for ADMIRAL's task can either be set manually or automatically. The automatic setting aims at finding the best configuration, which will eventually bring more accurate predictions of the stock market. In this paper, the system recommendations are compared against actual market results in order to evaluate the predictive power of several system configurations. Following is a brief description of each step in the system.

A. Step 1: Data Collection

In this research, our system needs to collect data from financial web sites, which are considered to have accurate real-time data (numerical and textual). Good choices of financial sites, which are also being used by financial professionals and can be used in our system are: http://www.forbes.com and http://today.reuters.com. In order to extract the relevant data from each one of the selected sites we created a configuration XML file, which includes its structural characteristics. Thus our system becomes generic and whenever we are interested to collect data from a new financial site the only addition will be the definition of an appropriate configuration XML file.

The frequency of data collection for the textual training data is once a day after the end of trade. For each textual article we keep its publication time stamp, its header and content. Numerical data is collected three times a day: after
the trade opens, in the middle of the day and after the trade is closed.

B. Step 2: Feature Extraction

The feature extraction is done for both textual and numerical data. Feature Extraction for Textual Data includes two activities: first is the automatic extraction of key words and key phrases from a predefined Window of Influence. Second is the creation of a word vocabulary, which includes the most influential words in all our past Web articles. Feature Extraction for the Numerical data also includes two activities: first is the calculation of additional commonly used financial values. Second is the long term stock price trend discovery.

The Automatic Key Word Extraction is done by the Extractor software package ([24]). The Extractor is a text summarization engine, which uses a patented genetic extraction algorithm, GenEx. GenEx analyzes the recurrence of words and phrases, their proximity to each other, and the uniqueness of the words in a particular document. It removes all stop words from the document, applies a stemming procedure and selects a limited number of the most influential words in the document. In ADMIRAL, we construct each document, to be analyzed by the Extractor, as a set of the Web articles related to a specific stock within a backward Window of Influence.

The Term Dictionary has a predefined number of words, which we define as N. It is rebuilt each time a new training set is evaluated for creating a new classification model. Each word in the word dictionary receives a score S, which determines its degree of membership inside the dictionary and only the K highest ranking words will eventually be used from the final dictionary (K ≤ N). As seen in Equation 1, the score, S, is calculated based on several parameters.

\[ S = \frac{1}{2} \left( \frac{TF}{N} + \frac{1}{2} \left( \frac{P}{L} \cdot \frac{B}{L} \right) \right) \]  

(1)

Where:
- \( L \): the time frame, in days, for the word dictionary.
- \( B \): the time window between the first and last occurrence of a word.
- \( P \): the number of days to the last occurrence of a word.
- \( TF \): the number of occurrences of a word during \( L \) (known as Term Frequency).
- \( N \): the number of words in the dictionary.

The Target Trends Definition is obtained by following the method introduced by Last et al. [8]. We are interested in the value (stock rate) for each stock at each point of measurement, \( t \). Every such point is part of a trend of values (mostly increasing, mostly decreasing, mostly remain the same) which has a starting point and an end point (the length of the trend is determined in day units), a slope degree and a fluctuation of the values, which constitute the trend.

We gave an equal importance to the Term Frequency vs. the multiplication of the last occurrence of a word and the block of days where it occurred. As an example, let us define the final number of words to be entered into the word dictionary as 20,000 (N = 20,000) and the total number of days for creating the word dictionary as 30 (L = 30). Let us assume that the phrase "High Volume" appeared 8 times in all the previously collected documents (TF = 8). The last occurrence of the phrase was 3 days ago (P = 3). Its first occurrence was 10 days ago (B = 7). Thus after substituting the values into Equation 1, the Grade of Membership S, for the key phrase "High Volume" is set to 0.0118.

C. Step 3: Term Weighting

In order to later use the extracted textual features within each Window of Influence, [t-i, t] we need to assign a normalized value between zero and one to each key phrase. The normalization is done by dividing the weights, which were either provided by the Extractor or calculated using TF or Boolean methods ([16, 19]), by the overall grade of membership in the word dictionary, which was also calculated in Step 2 above.

D. Step 4: Data Set Construction

After having prepared both numerical and textual data and assigned a trend to each one of the stock's prices, we need to combine the data, which we want to include in our prediction task.

Our goal is to predict the forthcoming trend, which will last more than a predefined time length. Hence our target attribute is the trend, which can take the following five values: Up, Slight-Up, Expected, Slight-Down and Down. We assume that the target trend is influenced by the two latest periods of textual data prior to its occurrence: [t-2i, t-i] and [t-i, t] and the extracted numerical trend information. We create a training dataset by concatenating all that extracted data. The final dataset structure is shown in Table 1.

E. Step 5: Decision Tree Induction

We use a Decision Tree Induction algorithm, which doesn't assume attribute independence. The algorithm is C4.5 developed by Quinlan in [22]. This algorithm will yield a set of trend and length predicting rules on which we can rely in order to perform our next step of recommendation. In order to show the effect of the combination between Numerical and Textual data, we have evaluated the algorithm on each separate type of data.

An example of an induced decision tree is shown in Fig 2. Each path, which goes from the root node through the different layers of nodes to a target node, can be viewed as a decision rule.
### Table 1. Data Set Structure

<table>
<thead>
<tr>
<th>Date/Time Stamp (t)</th>
<th>Stock</th>
<th>General Numerical Data</th>
<th>Time window (t-2i)</th>
<th>Time window (t-i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01/01/2006 06:17:45</td>
<td>MSFT</td>
<td>0.35 0.3 0.27 0.03</td>
<td>Term 29 0.45 0.3 0.02</td>
<td>Term 29 0.45 0.3 Slight Up</td>
</tr>
<tr>
<td>01/10/2006 06:17:45</td>
<td>GOOG</td>
<td>1.9 14 0.03</td>
<td>Term 30 0.27 0.35 0.03</td>
<td>Term 30 0.27 0.35 Down</td>
</tr>
</tbody>
</table>

### Table 2. Real Time Market Actions Based on the Predicted Trends

<table>
<thead>
<tr>
<th>Trend in the Model</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Up</td>
<td>Buy</td>
</tr>
<tr>
<td>Down</td>
<td>Sell Short</td>
</tr>
<tr>
<td>Expected</td>
<td>No Action</td>
</tr>
</tbody>
</table>

### III. System Evaluation

We decided to evaluate ADMIRAL on stocks from the US NASDAQ index on a three months period time frame of financial stock data from February 7th through May 7th 2006. We collected data on 40 stocks and later chose the five stocks which had the largest amount of associated textual data and which are listed in Table 3.

### Table 3. The 5 Stocks, Which Were Chosen for Our Experiments

<table>
<thead>
<tr>
<th>Stock Number</th>
<th>Stock Symbol</th>
<th>Stock Company</th>
<th>Stock Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CSCO</td>
<td>CISCO SYSTEMS INC.</td>
<td>Technology</td>
</tr>
<tr>
<td>2</td>
<td>EBAY</td>
<td>EBAY INC.</td>
<td>Services</td>
</tr>
<tr>
<td>3</td>
<td>MSFT</td>
<td>MICROSOFT CORP.</td>
<td>Technology</td>
</tr>
<tr>
<td>4</td>
<td>TEVA</td>
<td>TEVA PHARMACEUTICAL</td>
<td>Healthcare</td>
</tr>
<tr>
<td>5</td>
<td>YHOO</td>
<td>YAHOO! INC.</td>
<td>Technology</td>
</tr>
</tbody>
</table>

The data was collected from the two financial web sites mentioned in Sub-section II.A above: http://www.forbes.com and http://today.reuters.com. In addition to their high reputation in the financial world, two more reasons made us to choose them: first is that, at the time of our experiments, the articles on each web site were mutually exclusive, which means that a comparison between the information gathered from them would not overlap. Second, they allow data filtering according to requested stocks, which reduced our information extraction efforts.
IV. RESULTS AND COMPARISONS

Table 4 lists the prediction accuracy results based on textual and numeric data collected from two financial internet sites: Forbes and Reuters. From this table, we note that both sources gave us the same highest accuracy result (82.4%) for numeric data. In our opinion, this result is quite expected since both web sites are supposed to provide the same numeric information on stock prices.

On the whole, the most efficient source for textual and numeric analysis is Reuter’s site (reported accuracies are: 82.4% for join textual and numeric analysis and 80.6% for textual analysis) and on other hand we also note that the best accuracy result for pure textual analysis (80.6%) is not significantly lower than the best numeric and joint textual numeric accuracy results. However, contrary to our initial expectations, these results do not indicate that the textual information can improve the predictive accuracy of the numeric analysis.

<table>
<thead>
<tr>
<th>Forbes</th>
<th>Reuters</th>
<th>Textual</th>
<th>Numeric</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>82.4%</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>83.3%</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>77.5%</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>81.5%</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>83.3%</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>77.0%</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>82.4%</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>83.3%</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>80.6%</td>
</tr>
</tbody>
</table>

Table 5 shows the configurations, which had the highest Return on Investment. It should be noted that in order to compute the expected profit we needed to avoid overnight risk during hours when the market was closed. Thus we employed a Single Day Trading Strategy (SDTS), which was also used in other studies and was mentioned in the literature ([15, 24]). This means that at the end of each day all our short term stocks holdings were sold. We need to compare our results against a random activity scheme, where an arbitrary daily action is taken on each stock. The overall ROI which was obtained on our data, was $2,091 in Random Strategy, $2,000 in System Recommendation Strategy and $23,341 in Buy and Hold Day Trading Strategy (SDTS). The main drawback of random strategy stems from its random nature, since a stockholder cannot change his stockholding position, for instance he is unable to turn his sell position into a short sell position (TEVA -760.15), and vise versa.

At the same time the other strategies allow the stockholder to execute switching in his stockholding position (sign of asterisks *- means that system has performed switching in stockholding position recently). From this aspect, the System Recommendation Strategy looks more preferable than Buy and Hold Day Trading Strategy (SDTS) because it required less switches of stockholding position for the experimental period.

<table>
<thead>
<tr>
<th>Stock</th>
<th>Random Strategy</th>
<th>System Recommendation Strategy</th>
<th>Buy and Hold Strategy [SDTS]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSFT</td>
<td>+911.8$</td>
<td>+1280.5$</td>
<td>+1969$</td>
</tr>
<tr>
<td>YHOO</td>
<td>+2091$</td>
<td>-2000.4$</td>
<td>+20729.25$</td>
</tr>
<tr>
<td>EBSY</td>
<td>+763.8$</td>
<td>+1264.2$</td>
<td>+17626.85$</td>
</tr>
<tr>
<td>CSFO</td>
<td>+160.9$</td>
<td>+16845.7$</td>
<td>+16845.75$</td>
</tr>
<tr>
<td>TEVA</td>
<td>-760.1$</td>
<td>+6850$</td>
<td>+23341.45$</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this research a new model for discovering future stock trends by using data mining and web content mining techniques was developed. The research study aimed at showing an improvement in the stock trend profitability by finding the best configuration of prediction and trading strategies. The methods to improve the profitability include:

1. Combination of both numeric and textual data.
2. The use of an automatic text extraction mechanism instead of a predefined expert list.
3. The use of decision tree prediction model instead of Naïve Bayes classification.
4. The use of smart trading strategies.
5. The implementation of a full cycle prediction system (ADMIRAL).

The components of the method were also evaluated and compared against existing techniques on data from two mutually exclusive financial web sites. The proposed ingredients of the method showed improved prediction ability as well as improved profitability with a relatively low number of attributes necessary to achieve them.

Future research may enhance the capabilities of ADMIRAL to take into account factors like different stock markets and different time zones, which can have critical affect on the prediction ability and should eliminate the assumption that the longer the time frame the better the possible prediction results by using different sets of time frames both consecutive and overlapping.

Eventually, we believe that this research study makes a significant contribution to the interaction of data mining and web content mining fields with real time financial problems faced by financial analysts and it demonstrates a first attempt to enhance the current methods.
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