Evolutionary Computations for Designing Game Rules of the COMMONS GAME
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Abstract—In this paper, we focus on game rule design by using two Evolutionary Computations. The first EC is a Multi-Objective Evolutionary Algorithm in order to generate various skilled players. By using acquired skilled players, i.e., Pareto individuals in MOEA, another EC (Evolutionary Programming) adjusts game rule parameters, i.e., an appropriate point of each card in the COMMONS GAME.
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I. INTRODUCTION

In recent years, there has been an increasing interest in Gaming\(^1\) to deal with complex problems in which human decisions have far reaching effects on others. Historically speaking, gaming has its origin in war games [2]. However, after the Second World War, it has been applied to various peaceful purposes. A large number of business games have been developed with the purpose of training students in business school [3][4]. Further, some environmental games have also been developed in order to help people consider seriously about the environmental state of the world [6][7]. Gaming has also successfully been utilized for operational purposes [5].

In order to design Gaming systems, “trial and error” have been required so far: the constitution of rules and their parameters is optimized through actual game playing in order to attain the objective of the Gaming systems. Therefore, the development of useful Gaming systems takes a lot of efforts since all the possible actions/strategies by test players and potential players is not precisely assumed by designers of such Gaming systems in advance. That is, during and after trial and error, players often take un-assumed actions or sometimes have strategies which are out of primary objective of the Gaming systems.

In this paper, we suggest that EAs could be used to improve the COMMONS GAME [6]. In particular, in order to attain this objective, we shall try to utilize Evolutionary Computations in the following two steps:

1) First, we shall utilize Multi-Objective Evolutionary Algorithms (MOEA) [9] to generate various skilled players.

2) Further, Evolutionary Programming (EP) [10][11] is used to derive appropriate combinations of the rules concerning the point of each card.

II. THE PROPOSED METHOD

A. Overview

In proper game rules, there should be no strategy, which outperforms any other strategies at any time. On the other hand, it also may be bore games such that there is no difference between any policies. Games with proper game rules keep players tense even if some strategies completely dominate other one at certain situations. Moreover, players in such games tend to think of opponent’s strategy and to modify their strategies to defeat opponents.

As mentioned in previous section, trial and error is required in order to acquire such game rules. Even if we adopt some systematic approaches such as interactive evolutionary computations, a large number of plays is needed to make game excitement. Therefore, it is a burden to designers and testers of games. Thus, we have proposed multi-layer neural network approach which learns play records by humans. Moreover, by using this neural network agent, we have shown that Evolutionary Computations can design game rules. However, it still intends game designers to prepare a large number of teacher patterns for representing various strategies.

In this paper, two kinds of Evolutionary Computations are employed as depicted in Figure 1: Multi-Objective Evolutionary Algorithm and ordinal (single objective) Evolutionary Computation. The Multi-Objective Evolutionary Algorithm is for generating various skilled players. The ordinal Evolutionary Computation is for designing game rules by using acquired “various players” in the MOEA. The basic notions of them are described in the following subsections, and, the implementation of them in the case of the COMMONS GAME is mentioned in section III.

B. MOEA for generating intelligent players

In recent years, various approaches concerning the applications of Evolutionary Algorithms to the field of games have been proposed [19], [20]. Multi-Objective optimization is one of the most promising fields in Evolutionary Computation study. Due to the population search of Evolutionary Computations, Multi-Objective Evolutionary Algorithms (MOEA) can evolve candidates of Pareto optimal solutions. Hence, in comparison with conventional Evolutionary Computations,
MOEA can simultaneously find out various solutions. In this paper, we employ NSGA-II, proposed by Deb et al., to evolve game players with Neural Networks [9]. NSGA-II utilizing crowded tournament selection, and ranking method with non-dominated sort, is one of the most famous MOEA. As depicted in Figure 1, the MOEA employed in this paper has several opponent groups, whose players are randomly copied from Pareto front set: At every $L$ generation, some opponent groups are replaced by certain criteria, which indicates the difficulties of games. The fitness of this MOEA is defined by performance of game play, e.g., score, against each opponent group. That is, the number of objective functions in this MOEA is the same as the number of opponent groups. The genotype of individuals denotes parameters which enable individuals to perform intelligent behaviors for all the possible input/output. This paper employs Neural Networks to represent players so that the weights of the Neural Networks can be used in self-adaptive mutation [10]. The Fast Evolutionary Programming is carried out in following steps [11]:

1) Generate the initialize population of $\mu$ individuals
2) Evaluate individuals
3) Each individual (parent) creates single offspring $X^{'}, \eta'$ by using the following equation,

$$x_j^{'i} = x_j + \eta_j \delta_j,$$

$$\eta_j = \eta_j \exp(\tau' N(0, 1) + \tau N_j(0, 1)),$$

where $\eta_j$ denotes $j^{th}$ component of vector $\eta$, $\delta_j$, $N(0, 1)$, and $N_j(0, 1)$ denote a Cauchy random variable, a normal distribution random number with mean zero and standard deviation one used in all the design variables, and a normal distribution random number used in a design variable $j$, respectively. Moreover, coefficient $\tau$ and $\tau'$ are commonly set to $(\sqrt{2}/\mu)^{-1}$ and $(\sqrt{2\mu})^{-1}$, respectively.
4) Evaluate offspring
5) Conduct pairwise comparison over parents and offspring. For each individual, $q$ opponents are chosen uniformly at random. For each comparison, the individual receives “win” if its fitness is not smaller than opponent’s one.
6) Select the $\mu$ individuals, which have the most wins, from parents and offspring
7) Stop if halting criterion is satisfied. Otherwise go to Step 3.

III. IMPLEMENTATIONS

A. COMMONS GAME

The COMMONS GAME, a kind of environmental games, was developed by Powers et al. in 1980 [6]. Since we live in a world having only finite natural resources such as fishes and forests (commons), it is wise to consider their careful utilization. The COMMONS GAME may be quite helpful in stimulating discussion of this problem. Fig. 2 shows the layout of the original COMMONS GAME.

In the following, we give a brief introduction to this game. Six players are asked to sit around a table. Following a brief introduction of the game, the game director tells the players that their objective is to maximize their own gains. During
TABLE I

<table>
<thead>
<tr>
<th>INPUT VARIABLES FOR NEURAL NETWORK PLAYERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
</tr>
<tr>
<td>2.</td>
</tr>
<tr>
<td>3., 4.</td>
</tr>
<tr>
<td>5.</td>
</tr>
<tr>
<td>6.</td>
</tr>
<tr>
<td>7.–11.</td>
</tr>
<tr>
<td>12.–16.</td>
</tr>
<tr>
<td>17.–21.</td>
</tr>
<tr>
<td>22.–26.</td>
</tr>
</tbody>
</table>

Fig. 2. Layout of the original COMMONS GAME

the first three rounds players can play only with a green or red card. After the three rounds, they are free to play one of the five cards: green, red, black, orange, or yellow. In each round, players hide their cards behind a cardboard shield to ensure individual privacy.

Each colored card has its own special meaning, and has the following effect upon the total gains of each player:

**Green card**
A green card represents high exploitation of the commons: players who play a green card get a maximum reward. However, they lose 20 points if one of the other players plays a black card in the same round.

**Red card**
A red card indicates a careful utilization of the commons: Red cards are only worth about forty percent as many points as green cards.

**Black card**
This card has a punishing effect on the players with green cards: Players who have played a black card have to lose 6 points divided by the number of black cards played at the same round, but are able to punish green card players by giving them $-20$ points.

**Orange card**
Orange cards give an encouraging effect to red card players: Players who have played this card have to lose 6 points divided by the number of orange cards played at the same round but are able to add 10 points to red card players.

**Yellow card**
A yellow card denotes a complete abstention from utilization of the commons: Players who play this card get 6 points.

Depending upon the players’ strategies, the state of the commons change: If players are too cager to exploit the commons, then deterioration of the commons occurs. Players have a chart on the board representing the payoffs for the red and green cards under different conditions of the commons.

Although players are informed that there will be 60 rounds, each game ends after 50 rounds. After each 8th round, players have a three-minute conference. They can discuss everything about the game and decide every possible way to play in future rounds. For those interested in further details, however, we recommend reading the paper written by Powers et al. [6].

B. MOEA for generating various skilled players

1) Coding Method: Our objective is to simultaneously construct plenty of Neural Network players with different strategies. The multi-layered neural network model adopted in this paper has 26 input units, one hidden layer with 30 units, and 5 output units. The weights between the input and the hidden layers, the weights between the hidden layer and the output layer, and the thresholds of the units in the hidden layer and the output layer are evolved by MOEA. That is, the number of genes in an individual is 965. The input values presented to this neural network model are summarized in Table I and explained the following paragraph. The units in the output layer correspond to each color. Hence, the Neural Network players select the card with the most output value at each rounds.

In order to represent the current state of the commons, two inputs, consisting of a number in the matrix board and fine-grained environmental status, are prepared. For inputs 6.–9., 5 different inputs corresponding to each color are prepared.
2) Substitution of opponent groups: As mentioned in subsection II-B, some opponent groups are replaced at every \( L \) generations. Opponent groups, which are often beaten by individuals, or which tend to be monotonic games, are replaced by new opponent groups whose members are copied from the current Pareto individuals. The following three criteria, which is based on the cards played by individuals at fitness evaluation in the MOEA, are used to determine the replacement:

- the variance of the number of cards
- the total sum of the efficiency of cards (cf. Table II)
- the total points of individuals

By using the notion of “Pareto Optimality,” the replacement is carried out: all the opponent groups dominated by other opponent groups are replaced by new one. Further replacements of opponent groups, chosen randomly, are also carried out if the number of such dominated opponent groups is less than half of the number of opponent groups.

3) Experimental Results: NSGA-II with 200 individuals is examined for various substitution interval \( L (= 10, 20, 25, 50, 100) \). In addition, NSGA-II without the substitution of opponent groups, which is represented by “n/a” in Table III is also carried out. The number of opponent groups is set to 10.

As a consequence of experiments, the number of Pareto individuals of all the results for substitution interval \( L \) is 200, that is, individuals in the final population are non-dominated by each other. In order to make comparisons among various substitution intervals \( L \), the following experiments are examined: First, new 1200 opponent groups are constituted from two final populations with different substitution intervals. For each individual in the two final populations, a game is carried out for each opponent group. We made comparison by using the total point of scores for all the opponent groups and for all individuals. Table III summarize the result of this coma prison. ◦ in the table indicates no significant difference between corresponding substitution intervals. ○ and × denote that the substitution interval at corresponding row is better and worse than the one at corresponding column, respectively. As described in this table, the proposed method with \( L = 20 \) outperforms others.

C. Rule Design by Evolutionary Programming

We have so far enjoyed a large number of playings of the COMMONS GAME. Although those experiences have given us a valuable chance to consider seriously about the commons, we did find that some players lost interest, in the middle of the game, because the COMMONS GAME is comparatively monotonous. In order to make the game much more exciting, we have tried to find the reason why some players lost interest in the middle of the COMMONS GAME. We have come to the conclusion that the way that each player receives points when he chooses one of the five cards sometimes makes the game playing rather monotonous.

In particular, we have concluded that the following rule make the game playing monotonous: In the original COMMONS GAME, green card players receive a penalty, \(-20\) points, when some player chooses a black card. On the other hand, black card players receive a point \(-6\) (numbers of players who have chosen a black card). Orange card players receive a point \(-6\) (numbers of players who have chosen an orange card).

We consider that some change in the points \(-20\) and \(-6\) mentioned above would make the COMMONS GAME much more exciting. In order to find an appropriate point for each card, we shall try to utilize EP.

1) Coding Method: In this paper, we employ three variables, \( W_G, OB, \) and \( W_o \) to represent rules. The meaning of them is described as follows:

1) Penalty \( P_G \) for green players – we shall propose an appropriate way for penalizing green players which takes the environmental changes into account:

\[
P_G = -W_G \times (\text{Gain } G),
\]

where \( W_G \) means the numerical value that is determined by the Evolutionary Programming, and “Gain G” denotes the return that the green players can get if any other player does not choose “black Card.”

2) Point \( AOB \) that black players loose – we shall propose an appropriate way (for asking black players pay cost in trying to penalize green players) which takes the environmental changes into account:

\[
AOB = OB/NOB,
\]

where \( OB \) means the numerical value that is determined by the Evolutionary Programming, and \( NOB \) means the number of players who have chosen the black cards.

3) Point \( OR \) that orange players add to the red players – we shall propose an appropriate way (for helping red players maintain the commons) which takes the environmental changes into account:

\[
OR = W_o \times (\text{Gain } R),
\]

\[
\begin{array}{c|c|c|c|c|c}
\text{Player’s card} & \text{Efficiency of cards} \\
\hline
\text{R} & +1 & \text{No black player, but some green players} \\
\text{B} & +1 & \text{No green player} \\
\text{G} & +1 & \text{Some black players} \\
& -1 & \text{Otherwise} \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c|c|c}
\text{Situations} & \text{Efficiency of cards} \\
\hline
\text{No black player, but some green players} & +1 \\
\text{No green player} & +1 \\
\text{Some black players} & +1 \\
\text{Otherwise} & -1 \\
\end{array}
\]
2) Fitness Evaluation: In order to evaluate the rule parameters mentioned in the previous subsection, 200 games per an individual are carried out. Before runs of Evolutionary Programming, six neural network players in the final population of MOEA are randomly chosen per game, as players group in Figure 1. Namely, 1200 neural network players are selected (including duplicated selection).

After each game, a rule parameter is evaluated by the following:

a) A game in which black cards & orange cards are seldom chosen (almost all of the players only choose a green card or a red card) is quite monotonous. Therefore, the more black (or orange) cards are chosen in a game, the higher value of the evaluation function should be given.

b) A game in which the ranking of each player often changes is exciting. Therefore, the more changes of the top player during a game run, the higher evaluation value should be given. A game in which there is a small difference between the total points of the top player and those of the last player is very exciting. Therefore, the small variance in the total points of each player at the end of a game, the higher the evaluation value should be given.

c) When the environmental deterioration had occurred heavily, each player can receive only a small amount of return. Under such a state of environment, the game should become monotonous. Therefore, a small evaluation value should be given if a game has brought heavy deterioration to the environment. On the other hand, a high evaluation value should be given when a game has brought a moderate final state of the environment.

By taking into account the above points, we have constructed the following evaluation function $T(x)$:

$$T(x) = f(x) + g(x) + h(x) + \alpha(x) + \beta(x),$$

where $x$ denotes a chromosome. The function values of $f(x)$, $g(x)$, $h(x)$, $\alpha(x)$, and $\beta(x)$, correspond the following:

- $f(x)$: The environmental state at the end of the game;
- $g(x)$: The total numbers of the black cards having been chosen;
- $h(x)$: The total numbers of the orange cards having been chosen;
- $\alpha(x)$: The sum of the variance of the cards having been gained by each player;
- $\beta(x)$: The total numbers of the changes of the top player.

3) Experimental Results: Evolutionary Programming with 10 population size has been carried out for 50 generations. The changes of averaged fitness value during the evolution are depicted in Fig. 4. This graph is plotted by averaging over 20 runs. The changes over the whole generations are not so much. However, the main contribution of these changes are caused by the changes of $\beta(x)$. This means that the utilization of EP has contributed a lot in changing top players.
The reason why other sub-functions, such as \( f(x), g(x) \) and so on, did not affect the evolution process is that the neural network players are already sophisticated enough: They play various kinds of cards, including black and orange cards so that the final environmental state has not been deteriorated so seriously.

We analyzed the best individuals in 20 runs. There are two groups in the best individuals: they are around \((W_G = 0.25, OB = 0.04, W_o = 0.28)\), and \((W_G = 0.29, OB = 0.16, W_o = 0.2)\), respectively. This analysis reveals that much penalization of green players causes the changes of top players.

**IV. CONCLUSIONS**

In this paper, we have tried to utilize two kinds of EAs, i.e., MOEA and EP for making the COMMONS GAME exciting. The MOEA has been used for generating various types of skilled players. The objective function of this MOEA is performances against different opponent groups. These opponent groups are substituted by current Pareto individuals at every predefined interval. Further, the EP has been introduced to find out appropriate combinations of the point of each card. As shown in Fig. 4, we have succeeded in finding highly advanced rules compared with that of the original COMMONS GAME.

The future research effort should be directed to investigate whether the neural network players evolved in this research can cope with highly skilled human players. Further, we would like to check whether the acquired rules can help human players enjoy excited game plays. These are left for our future work.
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