
Abstract—Medical treatment techniques have been improved 
continuously in the past years. However, the better approaches 
are still needed to solve medical treatment problems. One 
important topic in this field is the analysis and prevention of 
medication errors. In this paper, we focus on the problem of 
dispensing error that is one important problem of medication 
errors and we proposed a prevention model by using three 
approaches. The proposed dispensing error mining framework 
consists of two phases, namely the modeling and prediction phases. 
Firstly, Statistical approach (logistic regression) and data mining 
approaches (C4.5 and SVM) are used to analyze dispensing error 
problem and to build classification models. Three kinds of factors, 
namely drug-names factor, drug-properties factor and 
environmental factor, with totally thirteen attributes are used in 
the modeling phase. In prediction phase, new drugs thus can be 
analyzed for the probability of dispensing error by the model so as 
to prevent dispensing error. At last, experimental results on real 
dataset showed that the proposed approach is effective and the 
considered factors can actually increase the accuracy of the 
model.

I. INTRODUCTION
Medical treatment techniques have been improved 

continuously in the past years. However, the better approaches 
are still needed to solve medical treatment problems.  One topic 
in this field is medication errors. For example, in general, when 
people sick, they go to see the doctors and take medicine 
according to the prescription. However, before a patient get the 
drugs, it is needed some processes. Those processes can not be 
done automatically such that some mistakes might be arisen. 
The problem is called medication error problem. In 1998, 
Lazarou et al. point out that there are about 1,300,000 peoples 
suffered medication error in America of each year [14]. In 2000, 
Kohn et al. also point out that there are about 44,000 to 98,000 
peoples died for medication error [5]. The medication error is 
thus became an important topic for researches. 

In 2001, Cavell et al. said that medication error can be found 
in four possible processes, including prescribing, transcription, 
dispensing, and administration [4]. In this paper, we focus on 
the third part, dispensing, and try to decrease the dispensing 
error by using different techniques. In previous works, the main 

criterion which is used to prevent dispensing error is the 
similarity (distance) values of drug names [14, 11, 23]. For 
example, two drugs, Ephedrine and Epinephrine, are 
recognized as high similarity because of its high orthographic 
similarity. In this case, it means that the probability of 
dispensing error is high. However, we can know that the 
similarity (distance) of the drug names is one of the reasons of 
dispensing error [12, 15]. In this paper, we thus use not only 
similarity and distance of drug names (drug-names factor) as 
criterions like previous works, but also take drug-properties 
factor and environmental factor of drugs into consideration (e.g. 
the color or shape of drugs and location of drugs, etc.) to 
analyze the problem. 

Statistical approaches have always been used for analyzing 
problems in different fields, including dispensing error [13]. 
Besides, data mining techniques are also applied to many topics 
in recent years. Decision makers can retrieve useful 
information by using data mining techniques to make 
appropriate strategies. The well known data mining techniques, 
including association rules [1], clustering [18], and 
classification [20, 21]. In medication error, Rudman et al.
applied data mining tools to recognize and analyze near miss 
and adverse drug reaction [23]. 

In this paper, we focus on the problem of dispensing error 
that is one important problem of medication errors and we 
proposed a prevention model by using three approaches. The 
proposed dispensing error mining framework consists of two 
phases, namely the modeling and prediction phases. In 
modeling phase, statistical approach (logistic regression) and 
data mining approaches (C4.5 and SVM) are used to analyze 
dispensing error problem and to build classification models 
with real data. In prediction phase, new drugs can be analyzed 
to avoid dispensing error according to the model and feedback 
mechanism is also set up for continuous improvement of the 
models. Three contributions of this paper are stated as follows. 

1. We take three factors, namely drug-names factor, 
drug-properties factor and environmental factor, of 
drugs into consideration in building prevention model. 

2. We proposed a dispensing error mining framework to 
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prevent dispensing error and three approaches were 
used to analyze them. 

3. The derived rules can be used for dispensing error 
prevention and be referenced by medical experts. 

The remaining parts of this paper are organized as follows. 
The problem definition is described in Section 2. The related 
works is stated in Section 3. The proposed framework is 
described in Section 4. Experiments to demonstrate the 
performance of the proposed algorithm are described in Section 
5. Conclusions and future works are given in Section 6. 

II. PROBLEM DEFINITION

The problem we target in this paper is as shown in Fig. 1. 
Each pair in the left of Fig. 1. means a dispensing error case. 
For example, the pair (A, B) represents drug A which is 
prescribed by doctor, but drug B is given to patient. The 
selected attributes are shown in the top of Fig. 1. They are 
divided into three factors, drug-names factor, drug-properties 
factor and environmental factor. Drug-names factor contains 
attributes that can be derived form drug names. For example, 
orthographic similarity of drug names is one of drug-names 
factor. Drug-properties factor means attributes that can be 
presented the drugs. For example, color of drugs is one of 
drug-properties factor. Environmental factor means the 
location of drugs in administration. 
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Fig. 1. Problem definition 

Form Fig. 1, the problem that we want to solve is using 
dispensing error cases and selected attributes to build a 
prevention model and decrease dispensing error rate. The 
processes include appropriate pre-processing, modeling and 
evaluation.  

III. RELATED WORKS

In this section, we first define what is dispensing error. The 
reasons of why dispensing error occurs are then discussed. 
Thirdly, different approaches whose are used to evaluate 
similarity of drug names are introduced. At last, three 
classification methods, logistic regression, C4.5 and support 

vector machine, are described.   

A. Dispensing Error 
In general, dispensing error means there have some mistakes 

during dispensing drugs process in administration. There thus 
have many definitions of the word “dispensing error” in 
different point of views [2, 6, 19]. In 1999, Peterson et al.
defined that if the wrong drugs can not be found by dispensers 
in administration, then it is called dispensing error. Otherwise, 
it is called near miss [19]. In 2003, Chua et al. defined that 
dispensing error should be jugged by patient gets the medicines 
or not [6]. However, Ashcroft et al. defined that dispensing 
error should be jugged by patient already takes medicines or 
not [2]. In this paper, we adapted the Peterson’s definition as 
dispensing error. 

B. Reasons of Why Dispensing Error Happen 
In fact, there exist many factors that can cause dispensing 

error. Many researches think that the main reason of dispensing 
error is the drug names and package similarity [11, 14, 23]. 
Long et al. think dispensing errors are made by employees who 
violate the strand workflow. Kistner et al. think the error is due 
to the heavy workload. According to the reasons discuss above, 
the selected attributes in this paper thus contain three factors, 
drug-names factor, drug-properties factor and environmental 
factor.

C. Similarity Evaluation Approaches 
The dispensing error is caused because of confusing of 

phonetic or orthographic similarity of drug names. Phonetic 
similarity of drugs is measured by comparing phonetic codes of 
drug names.  Orthographic similarity of drugs is evaluated by 
the required effort when transferring two drugs name into 
identical one. Two approaches, namely similarity-based 
approach and distance-based approach, are used to evaluate 
phonetic or orthographic similarity of drug names and different 
algorithms whose have been proposed are listed in Table I. 

TABLE I
PHONETIC AND ORTHOGRAPHIC SIMILARITY APPROACHES

Similarity-based 
approaches 

Distance-based 
approach

Orthographic
similarity 

edit [26] 
gram-dist [24] 

lcs-similarity [17] 
DICE [16] 

Phonetic
similarity 

Soundex [8] 
Phonix [7] ALINE [10] 

Each of the approaches listed in Table I have different 
advantages. However, Lambert et al. point out that Trigram-2b 
and normalized edit distance (NED) have better accuracy in 
similarity-based approaches and distance-based approach, 
respectively [13]. Phonetic similarity is hard to measure. Two 
criterions of orthographic similarity, Trigram-2b and NED, are 
thus used in this paper and described as follow. 

1. Trigram-2b: String (drug name) is divided into continuous 
substrings. Each of substrings has three letters (trigram). DICE 
is then used to calculate the similarity as in (1).  

DICE(A, B)  = 2 NC / (NB+ NA)   (1) 
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where NA is number of trigrams of drug A, NB is number of 
trigrams of drug B, Nc is number of trigrams appear in both 
drugs A and B. Take two drugs, acthar and acular, as an 
example. The number of trigrams of each of them is six (acthar:

a, ac, act, cth, tha, har; acular: a, ac, acu, cul, ula, lar). 
Two of them are identical ( a, ac). Thus, the similarity value 
is 0.33 (=2 * 2 / (6+6) ). 

2. Normalized edit distance: NED is calculated by using (2). 

NED(A, B) = D(A, B) / MaxLen(A, B)    (2) 

where D(A, B) is edit distance which means that the required 
number of steps to transfer drug A into drug B. Edit means 
insert, delete or replace a letter. MaxLen(A, B) represents 
maximum length of drugs A and B. For example, transfer 
ambient into amen, we need to delete letters b, i and t. Edit 
distance of ambient and amen is 3. Maximum length of them is 
6. Thus, the NED is 0.5 (= 3/6). 

D. Classification Models 
In this subsection, three models, logistic regression, C4.5 

and SVM, are introduced as follows.
Logistic Regression Model

The main concept of regression model which is a mathematic 
model is using independent variable to estimate dependent 
variable. When there is only an independent variable and a 
dependent variable, the regression model is called linear 
regression model. When there are many independent variables 
and a dependent variable, the regression model is called 
multiple regression model. However, the disadvantage of the 
two regression models is that they allow only one dependent 
variable. Logistic regression model is then proposed to deal 
with this problem. Comparing with traditional regression 
models, it allows two dependent variables in the model by 
using a function such that independent variables can be mapped 
into “1” or “0”. Hence, logistic regression model is often 
applied to different problems, including dispensing error [13]. 

C4.5 Model
Classification is commonly used in data mining techniques. 

The goal of classification is trying to find rules that can classify 
new data correctly. Classification is a supervised learning 
approach which is learning useful rules from labeled data. The 
derived rules are stored in specified data structure is called 
classifier. The well known and most used approach is decision 
tree (ID3) which has been proposed by Quinlan in 1992 [21]. 
The main concept is using the difference of data distribution 
(e.g. entropy) as criterion to build the model. The derived 
classification rules thus can be used to classify new data. In the 
same time, the derived classification rules are represented as 
tree structure. Such a tree structure is called classifier. The 
improved approach, C4.5, is used in this paper [20]. 

Support Vector Machine Model
Another well known classification approach is SVM 

(support vector machine) which has been proposed by Vapnik 
in 1990 [25]. The main concept of SVM is based on mathematic 

approach to find an optimal marginhyperplane that can classify 
positive and negative instances clearly. There are two 
advantages of SVM. The first is that it is a powerful approach 
for classification when there are only two classes. The second is 
that it is useful when continuous variables are used to build the 
model. The most famous approaches are LibSVM which have 
been developed by Chang et al. [3] and LightSVM which have 
been implemented by Joachims et al. [9]. In this paper, the 
LibSVM is used in to analyze the dispensing error problem.   

IV. FRAMEWORK FOR DISPENSING ERROR MINING 

In this section, the proposed framework for dispensing error 
mining as shown in Fig. 2 will be described in details. 
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Fig. 2. Framework for dispensing error mining. 

From Fig. 2, the proposed framework consists of two phases, 
modeling phase and prediction phase. In modeling phase, the 
pre-processing of dispensing error cases are made to generate 
experimental cases. The control cases were then generated 
from experimental cases. Experimental cases are dispensing 
error cases. On the contrary, control cases are not. From the 
framework, we can thus use different approaches to build the 
classification models. In this paper, three approaches, logistic 
regression, C4.5 and SVM, are adapted in the first phases. In 
perdition phase, when new drugs arrived, it can be alert to 
related people according to the model if dispensing error may 
be arisen.  Besides, related people at administration can also 
have feedback to the model to improve the model.  

V. EXPERIMENTAL RESULTS

In this section, the experiments were made with real data 
which was collected form a hospital at Taiwan. The following 
subsections including experimental dataset, comparison of 
three models and analysis of three factors, are described. 

A. Experimental Dataset 
The experimental dataset were collected form dispensing 

error system of a hospital at Taiwan. This dataset was used to 
analyze the reflection of different considered factors to discuss 
dispensing error problem. The dataset contains 219 records of 
experimental cases and 219 records of control cases. The 219 
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records in experimental cases are dispensing error cases whose 
were collected form the system. The control cases were 
generated form experimental cases as follow. Firstly, all drug 
names in experimental cases were gathered together into 
drug-names pool and duplicated drug names were removed 
from it. Two drug names were then selected randomly as a pair 
from the drug-names pool to form the control cases. Three 
factors whose have thirteen attributes and one class label are 
shown in Table 2. 

TABLE II
THE SELECTED ATTRIBUTES

Attributes Description Type
subject Class label Discrete 
totaloca Location score of drugs Continuous 

dose Dose score of drugs Continuous 
pharma Pharmacology score of 

drugs
Continuous 

totaform The form score of drugs Continuous 
size Size score of drugs Continuous 

shape Shape score of drugs Continuous 
color Color score of drugs Continuous 
T1 Similarity of scientific 

name of drugs 
Continuous 

T2 Similarity of product name  
of drugs 

Continuous 

T4 Similarity of scientific and 
product names of drugs 

Continuous 

ned1 Distance of scientific name 
of drugs 

Continuous 

ned2 Distance of product name  
of drugs 

Continuous 

ned4 Distance of scientific and 
product names of drugs 

Continuous 

In Table II, totaloca is an attribute of environmental factor. 
The attributes from dose to color are drug-properties factor. 
The last six variables are drug-names factor. Since the variables 
from totaloca to color whose belong to environmental factor 
and drug-properties factor are not easily to score, they were 
scored by senior dispensers. In drug-properties factor, 
Trigram-2b which is an orthographic similarity measure and 
NED (normalized edit distance) which is an orthographic 
distance measure are used in this paper due to its accuracy [13]. 
Besides, Lambert et al. also point that if the value of trigram-2b 
is larger than 0.116 or NED is less than 0.659, then they are 
similar drugs [13]. In this paper, discretizations of the last six 
variables were made for model building according to Lambert’s 
suggestion. 

B. Comparison of Models 
In modeling phase, three techniques, C4.5, logistic 

regression and SVM, are used to build models. The J48 (C4.5) 
which is a component of famous data mining tool weka [27] 
was used to generate classification tree. Logistic regression 
model was derived by using SPSS which is a statistical tool. 
The libSVM which has been developed by Chang et al. is used 

to build SVM model. In order to get reliable results, the 
experiments were made to show average values of accuracy of 
ten runs with four different training and testing proportion. The 
results are shown in Table III. 

TABLE III
AVERAGE VALUES OF ACCURACY (%)

Training:Testing (%) 
Model 6:4 7:3 8:2 9:1 

C4.5(Training) 85.6 85.26 85.57 85.38
LR(Training) 86.05 85.71 86.02 85.57

SVM(Training) 85.19 84.77 85.14 84.56
C4.5(Testing) 79.77 82.04 81.47 83.86
LR(Testing) 82.81 84.32 82.28 82.74

SVM(Testing) 82.10 83.71 83.068 85.68

From Table III, it is easily to observe that most of three 
models have good results among four different proportions of 
training and testing. When the ratio of training and testing is 6:4, 
it has the best accuracy in training phase. However, the 
accuracy of testing data is the lowest in testing phase. When the 
ratio of training and testing is 9:1, J48 and SVM have the 
highest accuracy in testing phase. Due to avoid over fitting 
problem, we do not suggest building the model with this 
proportion. When the ratio of training and testing is 7:3, the 
logistic regression has the best results. Hence, the ratio of 
training and testing is 7:3 or 8:2 is appropriate choice for 
building the model. 

When they are applied to real application, the best model is 
always first priory.  The best model of each of three models 
with different proportion of training and testing were picked 
among ten runs. The results are shown in Fig. 3.  

Fig. 3. The accuracy of the models. 

From Fig. 3, it can easily be observed two things. Firstly, 
although the three models have similar accuracy, logistic 
regression is a good choice of three models. However, C4.5 is 
suggested when user want have clear prevention rules. The 
accuracy of SVM is between logistic regression and C4.5. It is a 
surprising observation because SVM is a well know approach 
and suitable for continuous attributes. Secondly, when the 
proportion of the training and testing is 7:3 or 8:2, the accuracy 
of three models have good results. We thus suggest that 
proportion of the training and testing is 7:3 or 8:2 is suitable 
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used to build models. The decision tree which was derived form 
C4.5 is shown in Fig. 4. 
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Fig. 4. The generated decision tree. 

From Fig. 4, it is easily to know that the drugs-properties 
factor and environmental factor are important. Take the rule “IF 
totaform >0 and totaloca >1, Then dispensing error, sup. = 
16.5%, conf. = 98.1%” as an example, the attributes totaform
and totaloca were used to determide the dispensing error and 
support and confidence value are 16.5% and 98.1%, 
respectively, which mean the rule is reliable. We thus conclude 
that the drugs-properties factor and environmental factor are 
important. The rules whose support values are large 10% are 
listed in Table IV and can be referenced by medical experts.  

TABLE IV
DISPENSING ERROR RULES

ID Rules 

1
IF totaform > 0 and totaloca > 1, Then 
dispensing error, sup. = 16.5%, conf. = 
98.1%

2
IF totaform > 0 and totaloca  1 and 
shape > 0, Then dispensing error, sup. = 
13.5%, conf. = 86.4% 

3
IF totaform > 0 and totaloca  1 and 
shape  0 and T2 = yes, Then dispensing 
error, sup. = 10.7%, conf. = 82.9% 

In logistic regression model, the backward approach is used 
to build the model. The result is shown in (3). 

Z = 0.101 + 1.204(totaloca) + 1.355(totaform) + 
11.545(T1) + 7.869(T2) - 4.078(ned4) + 
1.961(shape)  (3) 

From (3), three variables belong to the drugs-properties factor 
and environmental factor of the six variables. The effect of the 
considered factors is demonstrated again.  

C. Analysis of Drug-Names factor, drug-properties factor and 
environmental factor 

In order to discuss the reflections of drugs-properties factor 
and environmental factor, the experiments were made to show 
the comparison of the accuracy of the three models with and 
without drugs-properties factor and environmental factor. The 
reulsts are shown in Fig. 5. 

Fig. 5. Comparison of the accuracy of the three models with and without 
drugs-properties factor and environmental factor. 

From Fig. 5, it is easily to observe that the three modes 
have high accuracy when all attributes are used to build the 
models. On the contrary, when only the drug-names factor is 
considered in the models, the accuracies are not good enough. 
From the results, we can conclude that the drugs-properties 
factor and environmental factor are useful for classifying 
dispensing error. 

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, three approaches, namely logistic regression, 
C4.5 and SVM, have been used to analyze dispensing error 
problem. There exist three main contributions in this paper. 
Firstly, the drugs-properties factor and environmental factor are 
used together with drug-names factor to analyze dispensing 
error. Second, a dispensing error mining framework has been 
proposed and three approaches are used to build the models. At 
last, the derived rules can be used for dispensing error 
prevention and be referenced by medical experts.  

For the experimental results, comparison of three models 
with different proportion of training and testing dataset were 
made to provide appropriate setting.  The ratio of training and 
testing as 7:3 or 8:2 is an appropriate choice for building an 
effective model.  Besides, the experimental results also showed 
that the accuracies of three models are improved form 70% to 
80% when drugs-properties factor and environmental factor are 
considered. In the future, we will explore further improvement 
on the proposed framework. For example, a fusion model of 
C4.5, logistic regression and SVM can be considered in 
modeling phase. Meanwhile, we will continue to enhance the 
proposed framework to retrieve better knowledge for 
utilization by medical experts so as to reduce the medication 
error problems.  
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