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Abstract—Multiple sequence alignment is an important problem in computational biology. A-star is an algorithm that can be used to find exact alignments. We present a simple modification of the A-star algorithm that improves much multiple sequence alignment, both in time and memory, at the cost of a small accuracy loss. It consists in overestimating the admissible heuristic. A typical speedup for random sequences of length two hundred fifty is 47 associated to a memory gain of 13 with an error rate of 0.09%. Concerning real sequences, the speedup can be greater than 20,000 and the memory gain greater than 150, the error rate being in the range from 0.08% to 0.67% for the sequences we have tested. Overestimation can align sequences that are not possible to align with the exact algorithm.

I. INTRODUCTION

Multiple sequence alignment is one of the most important problems in computational biology. It is used to align DNA and protein sequences. The problem of aligning more than eight sequences takes too much memory for current exact algorithms such as A-star or dynamic programming. Biologists use programs that give an approximate answer to overcome the difficulty of finding exact alignment.

From a search point of view, the problem has properties that are different from other problems that are commonly solved with A-star such as the sliding-tile puzzle, or pathfinding on game maps. It has a branching factor in $O(2^s)$, where $s$ is the number of sequences to align. The state space forms a lattice, and there are many paths that go through the same node.

We propose to improve the basic A-star algorithm with overestimation. We have found that it enables large speedups and memory gains at the cost of a low error rate.

The second section presents the multiple sequence alignment problem, the third section details the modifications to the basic A-star algorithm, the fourth section presents experimental results, the last section concludes.

II. MULTIPLE SEQUENCE ALIGNMENT

In this section we present the multiple sequence alignment problem, then we show how dynamic programming can be applied to it. We present the approximate algorithms currently used to solve the problem, and we give an overview of the exact algorithms that have been tested on it.

A. The problem

The multiple sequence alignment problem can be considered as a shortest path problem in a $s$-dimensional lattice [1]. Let’s first consider the case of dimension two, it consists in aligning two sequences. We can write the letter of the first sequence on the horizontal axis, and the letters of the second sequence on the vertical axis. The path starts at the origin point of the matrix (point (0,0) at the upper left). For each point there are three possible moves: the diagonal, the horizontal, and the vertical moves. A diagonal move is equivalent to aligning two characters of the sequences, an horizontal move is equivalent to aligning a character of the horizontal sequence with a gap in the second sequence, a vertical move aligns a character of the vertical sequence with a gap in the horizontal sequence. All paths stop at the bottom right of the matrix after the last two characters of both sequences have been aligned.

The simple model to evaluate the cost of a move is: 0 for a match (aligning the two same characters), 1 for a mismatch, and 2 for a gap (a gap is represented with a -). The cost of a path is the sum of the costs of its moves.

For example, if the first sequence is ACGTAGCTA and the second sequence is ACAGTTAGTA the best alignment is:

\[
\begin{align*}
A & - C \sim T A \\
C & - G T A G C T A \\
G & - T A G C T A \\
T & - A G C T A \\
A & - C G T A \\
\end{align*}
\]

and it has a cost of four.

When aligning $s$ sequences, the path goes through a $s$-dimensional lattice, the branching factor is $2^s - 1$, and the cost of a move is the sum of the costs of the moves for each pair of sequences.

B. Dynamic programming

Dynamic programming can be used to efficiently find solution to the problem of sequence alignment. However if the average length of the sequences to align is $length$, and the number of sequences is $s$, dynamic programming needs $O(lengths)$ memory and time. A possible improvement trades off time for space [2] but it still requires $O(length^{s-1})$ memory which is still too much for aligning many sequences.

C. Approximate algorithms

The programs currently used by biologist such as CLUSTAL W [3] and DCA [4] find sub-optimal alignments. They consist in series of progressive pairwise alignments.
D. Exact algorithms

A-star was applied to the optimal alignment of multiple sequences by Ikeda and Imai [5]. The admissible heuristic is computed using the dynamic programming tables for the pairwise alignments. Because of the large branching factor of the problem, and the large number of open nodes, A-star cannot align more than seven sequences due to memory limits. To overcome this difficulty and reduce the memory requirements, A-star with partial expansion was proposed [6]. It consists in not memorizing in the open list child nodes that have a $f$ value greater than the $f$ value of their parent plus a threshold. Experimental results show that Partial Expansion A-star can align seven sequences using fewer stored nodes than A-star, and can align some eight sequences problems. However the gain in memory is acquired at the cost of a greater search time.

Another refinement was proposed to reduce both the memory and the time requirements, using an octree to represent a three-way heuristic [7]. A close approach is the use of external memory pattern databases using structured duplicate detection [8]. It reduces the memory requirements of the pattern databases by an average factor of 83 times, and makes Sweep-A-star [9] run 16% faster than using traditional pattern databases.

Other researchers have compared A-star and dynamic programming [10].

III. A-STAR

This section presents modifications to the A-star algorithm. In all the paper, the admissible heuristic we have used for A-star is the sum of pairwise alignments given by the 2-dimensional dynamic programming tables.

In A-star, the value associated to a node (the $f$ value) is the sum of the cost of the path from the origin to the node (the $g$ value), and of the admissible heuristic that gives a lower bound on the cost of the remaining path to the goal (the $h$ value). We have for the node $n$: $f(n) = g(n) + h(n)$.

The main loop of the A-star algorithm works as follow:

```cpp
void AStar() {
    bool outOfMemory = false;
    Node* node = nodeWithSmallestf();
    while(!node->final() && !outOfMemory){
        outOfMemory = develop(node);
        node = nodeWithSmallestf();
    }
}
```

where `develop(node)` puts the node in the closed list and puts all the children of the node in the open list, and `nodeWithSmallestf()` sends back a node of the open list with a minimal $f$.

The first subsection deals with the efficient choice of the best open node. The second subsection is about efficient duplicate node detection. The third subsection explains how we have used overestimation.

A. Choosing the best open node

Naive implementation of A-star use a list to store the open and the closed nodes. In this case, when the program has to find the best open node, it has to go through all the list to find the node with the minimum $f$. The cost of using a list is linear in the size of the list.

A more elaborate, and commonly used, implementation of A-star uses a priority queue to store the open list. A priority queue uses a heap to maintain the nodes sorted. The insertion of a new node, as well as the finding of the best node require a logarithmic time in the size of the list.

Instead of a simple queue, we have used an array of stacks to maintain the open list. The index in the array is the value of $f$ for the nodes stored in the corresponding stack. The insertion of an element is performed in constant time, just pushing it on the top of the stack that corresponds to its $f$ value. Finding the best node is also performed in almost constant time. The smallest $f$ value (current$f$) over all the nodes is maintained, and updated each time a node is inserted in the open list. When retrieving the best open node, current$f$ is used to check if the stack at this index has an element. If so the first element is popped and returned as the best node. If the stack is empty, current$f$ is incremented and the test is performed again for the next index in the array of stacks.

B. Duplicate node detection

In the multiple sequence alignment problem, it is very important not to expand again nodes that are already present in the open or closed lists, with a smaller or equal $g$.

A possible implementation is to go through all the closed and open nodes, to verify if the node to insert in the open list is not already present with a smaller or equal $g$. When implemented this way, the duplicate node detection takes most of the time of the algorithm.

We propose an implementation of duplicate node detection which uses a transposition table. Transposition tables are often used in game programs so as to memorize the results of search at nodes of the tree [11]. In order to hash position, we have used Zobrist hashing [12]. A position in the state space is defined by its coordinates. There are as many coordinates as there are sequences. For each possible sequence, and each possible coordinate in this sequence, a 64-bit random number has been computed once for all. These static random numbers are computed using the rand function to set each one of the 64 bits of the random number. The Zobrist hashing of a position is the XOR of all the random numbers that correspond to the coordinates of the position. The XOR is used because:

- it is a very fast operation on bits,
- it is incremental: in order to undo the XOR with a number, the only operation needed is to XOR again with this number. When a node is expanded, it is a move to a neighboring position. The program only has to XOR the random numbers of the old coordinates that
change, and to XOR also the random numbers of the new coordinates.

- The XOR of random values that have a uniform repartition gives a random value that has a uniform repartition.

It is important to lower the collision probability.

Each position in the search space is associated to a 64-bit hashcode. The lowest bits of this hascode are used to index the position in the transposition table. An entry of the transposition table contains a list of structures. Each structure contains a hashcode and a value. When the algorithm detects duplicate, it goes through the list and verifies if an entry with the same hashcode as the current position, and a less or equal value is present. In that case, the node is cut.

C. Overestimation

Overestimation has been used for Sokoban in the program Rolling Stones, adding all the patterns that match instead of only selecting the ones that ensure admissibility [13]. This use of overestimation has helped Rolling Stones solve 52 problems instead of 47 without overestimation.

Pearl has introduced -admissible search [14] which finds solutions with bounded costs.

A related but different approach is to use likely-admissible heuristics [15]. It consists in relaxing the admissibility requirement in a probabilistic sense. Instead of providing an upper bound to the cost, it guarantees to end-up with optimal solutions with a given probability.

In order to overestimate the length of the remaining path, we have used the following function: \( f(n) = g(n) + w \times h(n) \) where \( w \) is a real number greater than one. Overestimation speeds up A-star at the cost of making it inexact.

The main property of this overestimation is that it more easily develops nodes that have a low \( h \) value first, i.e. nodes that are closer to the goal than in usual A-star. Nodes that have been discarded early in the search stay discarded longer than in usual A-star. So overestimation prefers paths where some search has already been invested, and paths that have a low admissible heuristic at the beginning of the path.

IV. EXPERIMENTAL RESULTS

Experiments use a machine with 1 GB of RAM. Given the available memory, we have chosen a limit of 10,000,000 nodes for A-star.

A. Generation of random test data

In order to test the different algorithms, we have generated random sequences of bases (i.e. strings composed of letters in the {A,C,G,T} alphabet). The tests use sets of strings of length fifty, one hundred, two hundred or two hundred and fifty. This methodology is similar to Korf and Zhang testing methodology [16]. Generating random problems allows to generate a large number of problems, and to easily replicate experiments. For each length, we have generated one hundred problems. Each problem is composed of ten strings.

B. Array of stacks

Table I gives the time and number of nodes used by A-star with a STL priority queue, and A-star with an array of stacks. \( s \) is the number of sequences to align. Each line describes the result of solving one hundred problems with sequences of length fifty.

For five sequences the speed of the array of stacks is 81,844 nodes per second while the speed of the priority queue is 72,953 nodes per second. The array of stacks is 12% faster.

On more complex problems with more nodes, the comparison is even better for the array of stacks: for six sequences it develops 30,957 nodes per second versus 26,903 nodes per second for the priority queue. The array of stacks is 15% faster.

C. Duplicate node detection

Table II gives the time used to solve the one hundred problems with sequences of length fifty, using transposition tables, and using lists. The transposition table uses 65,535 entries. The index of a position is the last 16 bits of its hashcode.

Even for problems with a small number of nodes such as the alignment of four sequences, the transposition table algorithm clearly out performs the list implementation.

On the more complex problem of aligning five sequences, the list implementation takes 2203 seconds for solving the first six problems, while the transposition table implementation takes 2.03 seconds. Lists become even worse for more than five sequences since the number of nodes grows and the list implementation takes time proportional to the square of the number of nodes.

D. Straight alignment

In order to find an upper bound to the cost of an alignment and better evaluate overestimation, we have tested the algorithm which consists of aligning all the sequences without introducing gaps. The tests were run for one hundred sets of sequences of length fifty and one hundred sets of sequences of length one hundred. The same sets of sequences are used for testing overestimation. The results are given in Table III.
for sequences of length fifty, and in table IV for sequences of length one hundred. The $\Sigma$ score field gives the sum of the scores of the straight alignment for all the random sequences.

### E. Overestimation for random sequences

We tested overestimation for different numbers of sequences, different weights, and different lengths of sequences. Results for sequences of length fifty are given in table V. The first column gives the number of sequences to align, the second column gives the weight used for overestimation (1.00 corresponds to the exact algorithm), the third column gives the cumulated time used to solve one hundred problems, the fourth column gives the sum of the scores (length of the shortest path) found for each problem, the fifth column gives the sum of the nodes used for solving each problem.

The results for the exact algorithm are not given for eight or more sequences, since the node limit is reached for these problems before the problem is solved.

We can observe than the 1.05 weight is a safe weight. It significantly reduces the time and the number of nodes, while finding alignments that are better than straight alignments and quite close to optimal alignments. The 1.10 and the 1.20 weights sometimes give worse results than the straight alignment, and should be avoided.

Table VI has been created using table V. For each number of sequences, and each weight, the speedup, the error and the memory gain are given. The error is calculated dividing the sum of the lengths of the paths found with overestimation by the sum of the lengths of the shortest paths found by the exact algorithm. The memory gain is computed dividing the number of nodes of the exact algorithm by the number of nodes of the approximate algorithm.

We can observe in this table that the memory gains increase fast with the number of sequences, and that the speedups increase even faster with the number of sequences.

We tested the program on sequences of length one hundred. Results are given in table VII. We can observe that the 1.10 weight is always better than the straight alignment, while the 1.20 weight becomes worse for seven and eight sequences. The 1.05 weight gives interesting speedups and memory gains for alignments that are close to optimal.

Table VIII gives the gains and the error calculated with table VII. If we compare table VI with table VIII, we can observe that the gains for four sequences in table VIII are similar to the gain for five sequences in table VI. The branching factor is fifteen for four sequences, and thirty one for five sequences, the average length of the shortest path is four hundred twenty six for four sequences of length one hundred, and three hundred sixty seven for five sequences of length fifty. The gains are slightly greater for four sequences of length one hundred than for five sequences of length fifty, with length of the shortest paths which are also slightly greater.

Concerning five sequences of length one hundred, and seven sequences of length fifty, the average length of the
shortest paths are respectively seven hundred twenty two and seven hundred eighty, when the gains in memory are equivalent, and the speedups are three times greater for the seven sequences.

The error rates are more important for five sequences of length one hundred than for seven sequences of length fifty, even if the speedup are lower. It is interesting as it shows that speedup and error rates are not always correlated, and that there are portions of the space of problems (denoted by the length of the sequences and the number of sequences) that are more favorable to overestimation than others.

As the overestimation has a better behavior for sequences of length one hundred than for sequences of length fifty, we have tested the algorithm on sequences of length two hundred (tables IX and X), and on sequences of length two hundred and fifty (tables XI and XII).

For sequences of length two hundred, all weights give much better results than the straight alignment. Moreover, the speedups and the memory gains are also better than for four sequences of length one hundred.

Concerning sequences of length two hundred fifty, the speedups and memory gains are even better, and all the weights give alignments much better than the straight one. For five sequences, the overestimation finds alignments that are much better than the straight one when the exact algorithm exhausts memory. When we have tested the first alignment of five sequences with a weight of 1.05, the node limit was reached and A-star stopped with no solution after 2,818 seconds. Comparatively, a weight of 1.10 found a path of length 1807 in 0.39 seconds and 57,044 nodes (a straight alignment gave 1865). For this problem the speedup was therefore of much more than 7,225 and the memory gain of much more than 175.

In conclusion, in our experiments on random sequences, overestimation gives better results for sequences that are difficult to align.

### F. Overestimation for real sequences

We have tested overestimation on some real sequences taken from BaliBase [17]. The results are given in table XIII.

### Table IX

<table>
<thead>
<tr>
<th>s</th>
<th>w</th>
<th>Σ time</th>
<th>Σ score</th>
<th>Σ nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.00</td>
<td>12,998.15s</td>
<td>104,565</td>
<td>217,402,086</td>
</tr>
<tr>
<td>4</td>
<td>1.05</td>
<td>274.72s</td>
<td>104,660</td>
<td>16,514,033</td>
</tr>
<tr>
<td>4</td>
<td>1.10</td>
<td>4.17s</td>
<td>106,002</td>
<td>1,019,825</td>
</tr>
<tr>
<td>4</td>
<td>1.20</td>
<td>1.27s</td>
<td>107,831</td>
<td>426,185</td>
</tr>
<tr>
<td>4</td>
<td>straight</td>
<td>0.08s</td>
<td>112,060</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1.10</td>
<td>64.88s</td>
<td>179,024</td>
<td>7,012,805</td>
</tr>
<tr>
<td>4</td>
<td>1.20</td>
<td>3.44s</td>
<td>183,058</td>
<td>933,319</td>
</tr>
<tr>
<td>4</td>
<td>straight</td>
<td>0.15s</td>
<td>187,103</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1.05</td>
<td>37.44</td>
<td>0.11%</td>
<td>12.00</td>
</tr>
<tr>
<td>4</td>
<td>1.10</td>
<td>1607.36</td>
<td>1.29%</td>
<td>149.83</td>
</tr>
<tr>
<td>4</td>
<td>1.20</td>
<td>3701.81</td>
<td>3.00%</td>
<td>272.46</td>
</tr>
</tbody>
</table>

### Table XI

<table>
<thead>
<tr>
<th>s</th>
<th>w</th>
<th>Σ time</th>
<th>Σ score</th>
<th>Σ nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.00</td>
<td>12,998.15s</td>
<td>104,565</td>
<td>217,402,086</td>
</tr>
<tr>
<td>4</td>
<td>1.05</td>
<td>274.72s</td>
<td>104,660</td>
<td>16,514,033</td>
</tr>
<tr>
<td>4</td>
<td>1.10</td>
<td>4.17s</td>
<td>106,002</td>
<td>1,019,825</td>
</tr>
<tr>
<td>4</td>
<td>1.20</td>
<td>1.27s</td>
<td>107,831</td>
<td>426,185</td>
</tr>
<tr>
<td>4</td>
<td>straight</td>
<td>0.08s</td>
<td>112,060</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1.10</td>
<td>64.88s</td>
<td>179,024</td>
<td>7,012,805</td>
</tr>
<tr>
<td>5</td>
<td>1.20</td>
<td>3.44s</td>
<td>183,058</td>
<td>933,319</td>
</tr>
<tr>
<td>5</td>
<td>straight</td>
<td>0.15s</td>
<td>187,103</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1.05</td>
<td>37.44</td>
<td>0.11%</td>
<td>12.00</td>
</tr>
<tr>
<td>5</td>
<td>1.10</td>
<td>1607.36</td>
<td>1.29%</td>
<td>149.83</td>
</tr>
<tr>
<td>5</td>
<td>1.20</td>
<td>3701.81</td>
<td>3.00%</td>
<td>272.46</td>
</tr>
</tbody>
</table>
The name of the sequences are the names in BaliBase. Some of the test sequences have been created by merging the five sequences of 1aho-ref1 and the five sequences of 1csp-ref1, which gives ten sequences. The test4-ref1 file contains all the ten sequences, test3-ref1 contains the first nine sequences (the five sequences of 1aho-ref1 followed by the first four sequences of 1csp-ref1), test2-ref1 contains the first eight sequences, and test-ref1 the first seven.

The score field gives the length of the shortest path found for the alignment of the sequences, the time field gives the time in seconds, and the nodes field the number of nodes used by A-star.

The memory gains and speedups are given in table XIV. An impressive result is the alignment in test2-ref1 that cannot be found by A-star, when overestimation finds it in less than 20,000 times less time and less than 150 times less memory.

Another excellent result is the alignment of ten sequences for test4-ref1. We do not have error rates for these two results since the optimal alignment is too hard to find, however it has been calculated for test-ref1 and in this case it is very small (0.08%).

The experiments with real sequences show that overestimation works very well for difficult to align sequences, and is associated with a small error rate.

V. CONCLUSION AND FUTURE WORK

Overestimation of the admissible heuristic of A-star applied to the multiple sequence alignment problem gives large speedups and memory gain for small error rates. In our tests, it works better with difficult sequences than with easy ones.

The experiments with real sequences show that overestimation works very well for difficult to align sequences, and is associated with a small error rate.
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Overestimation of the admissible heuristic of A-star applied to the multiple sequence alignment problem gives large speedups and memory gain for small error rates. In our tests, it works better with difficult sequences than with easy ones.

The experiments with real sequences show that overestimation works very well for difficult to align sequences, and is associated with a small error rate.

V. CONCLUSION AND FUTURE WORK

Overestimation of the admissible heuristic of A-star applied to the multiple sequence alignment problem gives large speedups and memory gain for small error rates. In our tests, it works better with difficult sequences than with easy ones.