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Abstract—Motif-finding in biological sequence analysis remains a challenge in computational biology. Many algorithms and software packages have been developed to address the problem. The Expectation Maximization (EM)-type motif algorithm such as MEME is one of the most popular de novo motif discovery methods. However, as pointed out in literature, EM algorithms largely depend on their initialization and can be easily trapped in local optima. This paper proposes and implements a Genetic-based EM Motif-Finding Algorithm (GEMFA) aiming to overcome the drawbacks inherent in EM motif discovery algorithms. It first initializes a population of multiple local alignments each of which is encoded on a chromosome that represents a potential solution. GEMFA then performs heuristic search in the whole alignment space using minimum distance length (MDL) as the fitness function which is generalized from maximum log-likelihood. The genetic algorithm gradually moves this population towards the best alignment from which the motif model is derived. Simulated and real biological sequence analysis showed that GEMFA performed better than the simple multiple-restart of EM motif-finding algorithm especially in the subtle motif sequence alignment and other similar algorithms as well.

I. INTRODUCTION

The Expectation Maximization (EM) algorithm [1] is a standard algorithm for Maximum Likelihood (ML) and maximum a posterior (MAP) point estimation. There are two main applications of the EM algorithm: (i) when the data indeed have missing values due to problems with or limitations of the observation process; (ii) when optimizing the likelihood function is analytically intractable, but when the likelihood function can be simplified by assuming the existence of and values for additional but missing (or hidden/latent) parameters. The expectation maximization (EM) algorithm is one of the earliest and most powerful motif discovery algorithms that was formulated as a maximum likelihood function and treated motif sites as missing data. It was used to predict de novo motif sites and estimate parameters in motif maximum likelihood models. The EM-based motif discovery algorithm was first developed using Position Weight Matrix (PWM)-based statistical modeling in [2]. This methodology has been generalized to one of the most popular motif-finding software called MEME [3]. The EM algorithm is widely used due to its simplicity and stability [4]. However, as pointed out in literature, the EM algorithm largely depends on its initialization and can be easily trapped in local optima. This paper proposes and implements a Genetic-based EM Motif-Finding Algorithm (GEMFA) aiming to overcome the drawbacks inherent in EM motif discovery algorithms. It first initializes a population of multiple local alignments each of which is encoded on a chromosome that represents a potential solution. GEMFA then performs heuristic search in the whole alignment space using minimum distance length (MDL) as the fitness function which is generalized from maximum log-likelihood.

The rest of the paper is organized as follows: Section II briefly introduces the EM algorithm and its combination with GA; Section III proposes a framework for motif discovery problems; Section IV briefly summarizes EM motif discovery algorithms; Section V describes a new algorithm, Genetic-based EM Motif-Finding Algorithm (GEMFA) and then implements it; Section VI gives experimental results of GEMFA and compares with other EM algorithms using both simulated and real biological DNA sequences with annotated protein binding motifs; Section VII concludes the paper with discussion.

II. EM AND GA ALGORITHMS

A. EM algorithms

The maximum likelihood method is widely used to estimate an unobserved parameter vector that maximizes the log-likelihood function which is defined as,

$$L(u | x) = \sum log g(x_i | u)$$

where the observations $x = \{x_i | i = 1, \ldots, n\}$ are supposed to be independently drawn from the distribution $g(x)$ parameterized by $u$. The EM algorithm [1] is an iterative procedure designed to find maximum likelihood (ML) estimates in the context of parametric models where the observed data can be viewed as incomplete. The objective is to estimate $u$ by maximizing $L(u) = log g(x | u)$. However, here $x$ is incomplete data and therefore $u$ cannot be directly estimated from $L$. The basic idea of EM is to take advantage of the full-data expectation of the ML estimate: $z$.
= (x, y), here y denotes unobserved data. The joint density function is thus defined as,
\[ f(x | u) = f(x, y | u) = q(y | x, u)g(x | u) \]
Where \( q(y | x, u) \) is the marginal distribution of the unobserved data and is dependent on both the observed data x and on the current parameters, and let Y be the space of values that y can assume. The new complete-data likelihood is:
\[ L(u | z) = L(u | x, y) = \log f(x, y | u) \]
The EM algorithm first finds the expected value (or Q-function) of the complete-data log-likelihood \( f(x, y | u) \) with respect to the missing data y given the observed data x and the current parameter estimates \( u^{(t)} \), that is,
\[ Q(u, u^{(t)}) = \int \log f(x, y | u)q(y | x, u^{(t)})dy \]
where u is the next parameter vector to be optimized in the likelihood. The M-step determines \( u^{(t+1)} = \arg \max_u \{Q(u; u^{(t)})\} \). These two steps are iterated until the algorithm converges.

However, despite some appealing features, the EM algorithm has several well-documented limitations: its final position can strongly depend on its starting position; its rate of convergence can be painfully slow; and it can provide a near-optimal solution. Nonetheless, both EM and GA are synergistically utilized. Such a union can explore the multiple alignment space more thoroughly than EM used alone and is especially suited for subtle motif-finding or training large data sets. GEMFA encodes each multiple alignment solution on a chromosome and performs standard genetic operations (i.e. crossover, mutation and selection) to evolve an optimal or near-optimal solution.

III. A FRAMEWORK FOR MOTIF-FINDING

Let \( S = \{S_1, ..., S_n, ..., S_N\} \) denote the sequence dataset of size \( N \). Let \( L_i \) be the length of the sequence \( i \) (\( S_i \)) and \( L \) can take on a value of the alphabet set \( K \), for instance, \( K = \{A, C, G, T\} \) denoting the DNA sequence alphabet (i.e., 4 nucleotide types) at position \( j \) of the \( i \)-th sequence. Let \( |K| \) be the number of letters in the bio-sequence alphabet (i.e., \( |K| = 4 \) for DNA, and \( |K| = 20 \) for protein sequences). If we assume only one motif per sequence (i.e. oops model), there are \( N \) motifs in total for \( N \) sequences. It may also be assumed there is zero or one motif per sequence (i.e. zoops model). Nonetheless, both oops and zoops models assume that sequence data come from a two-component multinomial mixture model: (i) the background model, assuming that each residue position of the motif is an independent and identical multinomial distribution \( (u_i) \); and (ii) the \( w \)-mer motif model, assuming that each residue position within the motif is independent but not identical, thus, each position comes from a different multinomial distribution \( (u_i) \). A motif sequence can be thought of drawing from a product of multinomial distributions:
\[ U = [u_1, ..., u_w, ..., u_w] \]

Let \( A_l \) be the indicator variable drawing from the motif location space \( \{0, 1\}^{L - w + 1} \), \( A = [A_1, ..., A_w, ..., A_N] \) is the set of indicator variables representing the motif start sites in the sequence dataset, and \( w \) is the motif width to be user-defined. Total oops alignment space (V) is \( O(L^w) \), here \( L \) is the average sequence length and \( |A| \) is the total motif sites. The number of motif sites on sequence \( i \) can be defined as \( |A_i| = \sum A_i \). Therefore, if \( |A_i| = 1 \) for all \( i \), then it is an oops model, otherwise it is a zoops or multiple-site model. The total motif sites is \( |A| = \sum |A_i| \). The start sites are initially assumed to be uniformly distributed, i.e., \( p(A_i) = 1 / (L_i - w + 1) \) for all \( i \). Alternatively, the position variable \( a_i = l \) is used to represent the motif starting at
position \( l \) on sequence \( i \), which is equivalent to \( A^c_0 = 1 \). Note that \( a_i = 0 \) means no motifs found on sequence \( i \). If multiple sites occur on a sequence, we use a vector \( (a_i) \) to store all the positions. Obviously the motif position vector \( a_i \) is a subset of \( \{1, 2, \ldots, L_i - w + 1\} \). The alignment of motif sites can be initialized by randomly generating a set of motif start sites (i.e. \( A_0^c \) or equivalently \( [a_i^{(0)}, \ldots, a_N^{(0)}] \)) and then progressively or heuristically refined until a convergence criterion is satisfied.

Multiple sequence local alignment [14] is the most frequently used method to solve motif discovery problems. Each alignment can be thought of as a hidden individual in the entire alignment space \( \mathbb{V} \). Index a state by \( v = [a_1, \ldots, a_N] \) and let the energy of state \( v \) be \( E(v) = E(S, A^c) \) where \( A^c \) is the alignment corresponding to the state \( v \). The energy is related to an alignment score or the total alignment population in the equilibrium \( \mathbb{Z} \). Equilibrium the population of state \( v \) is obtained by \( \mathbb{Z} = \sum_{\mathbb{V}} e^{-E(S, A^c)/k_BT} \). Here \( k_B \) is Boltzmann’s constant and \( T \) is absolute temperature. The partition function \( \mathbb{Z} \) of the total alignment population in the equilibrium distribution is defined as,

\[
\mathbb{Z} = \sum_{a_1} \cdots \sum_{a_N} e^{-E(S, A^c)/k_BT}
\]

where \( a_i \) indexes the motif start positions for sequence \( i \). However, it is hard to compute the partition function because the total alignment space is usually prohibitively large. The equilibrium probability \( p(v) \) of alignment state \( v \) is defined as,

\[
p(v) = e^{-E(S, A^c)/k_BT} / \mathbb{Z}
\]

Therefore, the optimized alignment state \( (v^*) \) is the one with the maximum probability,

\[
v^* = \arg\max_{v \in \mathbb{V}} p(v)
\]

If \( v^* \) is found, then the estimation of optimal motif model \( (U^*) \) is solved. However computing the partition function is usually very hard, because the multiple sequence alignment problems are NP-complete [16].

IV. EM MOTIF-FINDING ALGORITHM

Since the random variable \( A \) is unobserved, maximum likelihood estimation can be done by maximizing the expectation of the full data log-likelihood given the observed data \( \mathbb{S} \) with the EM algorithm. The full data for motif sequence model is \( \{S_i, A_i\} : i = \{1, \ldots, N\} \). The conditional likelihood of sequence \( i \), given the hidden variables \( (a_i) \), is as follows,

\[
p(S_i | a_i = l, U, a_0) = \prod_{j=1}^{L_i} \prod_{m=0}^{K} \frac{u_{lm}^{k} \delta(S_i^{m-1}w, l_m)}{u_{0m}^{k}}
\]

where \( A^c_0 \) denotes the background sites and \( \delta(*) \) is the indicator function. To simplify notation, \( U \) is used to contain the background parameters \( a_0 \) in the following derivation. Let \( U^{(t)} \) be the parameter estimates after \( t \)-th iteration, then the conditional expected complete data log-likelihood given the observed data is often referred to as the \( Q \)-function which is defined as,

\[
Q(U; U^{(t)}) = E[\log p(S, A | U) | S, U^{(t)}] = \sum_{i=1}^{N} \sum_{l=0}^{L_i-1} p(a_i = l | S_i, U^{(t)}) \log p(S_i | a_i = l, U^{(t)})
\]

A. EM-type motif-finding algorithms

The EM-type motif-finding algorithms maximize the \( Q \)-function defined in (4) by iteratively performing the E- and M-steps [2]. The E-step calculates a conditional probability of each potential site:

\[
p(a_i = l | S_i, U^{(t)}) = \frac{p(S_i | a_i = l, U^{(t)})}{\sum_{j=1}^{w} p(S_i | a_i = j, U^{(t)})}
\]

The M-step maximizes the \( Q \)-function by re-estimating a new parameter matrix \( (U^{(t+1)}) \):

\[
u_{ij}^{(t+1)} = \frac{N_{ij}}{\sum_{k=1}^{K} N_{ijk}}, j \in \{1, \ldots, w\}, k \in K
\]

where \( N_{ij} = \sum_{k=1}^{K} \sum_{l=1}^{L_i-1} p(a_i = l | S_i, U^{(t)}) \delta(S_i^{m-1}w, l) \), \( j \neq 0 \), \( j \neq 0 \).

The EM starts from an initial model parameters \( U^{(0)} \) provided by the user or generated at random. The above EM algorithm simply iterates E- and M-step a number of times until a specified threshold is reached. To facilitate the combination of EM with GA and comparison with its genetic-based counterpart, it is necessary to re-implement an in-house EM motif-finding algorithm which has been done in C++ (detailed information appears in [8]). The newly implemented EM motif-finding algorithm is named as DEM and its performance is comparable to other popular EM motif software such as MEME [8].

B. w-mer motif model selection

The above described algorithm needs a pre-specified motif width \( (w) \). The motif width is usually unknown, however one can specify a range, the minimum description
A.  Scanning sequences for multiple sites

After a motif model is built as above, it can be used to scan a genomic sequence for putative sites of the same binding protein. Given a testing or genomic sequence (s), the estimated motif model (U), motif width (w) residue alphabet (K), and a motif site location (a), the motif score (MS) is given by,

$$MS(s, U, a) = \sum_{m=1}^{w} \sum_{k=1}^{K} \log \left[ \frac{f_{s,a+m-1} - k}{\hat{u}_m U_{t+k}} \right].$$  

It is easy to see that equation (8) is derived from (3) and (5). The MS-score is positively proportionate to the level of motif conservation in the sequence. Equation (8) can be used to scan a sequence for more than one site. If a site has a score above a specified threshold, then the new found site can be thought of as a putative site. If it is experimentally verified, it can be added to the current validated motif site set. The minimum score among existing motif sites can be used as the threshold. On the other hand, if an existing motif site has a low MS-score, then it may imply that the sequence has no motif site. A more robust statistical investigation into the multiple-site scanning issue is under development.

V.  GENETIC-BASED MOTIF-FINDING

The genetic algorithm (GA) is a global optimization procedure that performs adaptive search to find optimal solutions of large scale optimization problems with multiple local minima. GA has a greater freedom of movement between different configurations (solutions) than simple Monte Carlo algorithms. They are well suited for solving some NP-complete problems such as multiple sequence alignments and motif discovery. SAGA is one of the earliest genetic algorithms used to perform multiple sequence alignment [9]. However, this study uses multiple local alignment to discover short motif sequences [2,3,6,7,8]. There are several studies applying GA into motif discovery problems either formulated as consensus sequence models [17,18] or PWM-based motif models [19,20]. Reference [19] used the relative entropy or information content as the fitness function and encoded the motif starting positions (i.e. solution) as a binary number. Most recently reference [20] presented another genetic algorithm (GAME) using Bayesain-derived scoring function as the fitness indicator. GAME encoded solutions on a string of integer numbers, and it is based on the simple genetic algorithm with two additional auxiliary genetic operators (i.e. ADUST and SHIFT). The PWM-based GA algorithms utilize a large number of randomly generated starting points and search for the whole local alignment space independent of any de novo motif discovery algorithms. However, these motif-finder-independent GA algorithms need a very large population to evolve a near-optimal solution which is not efficient. In contrast, this paper illustrates the power of a motif-finding algorithm (i.e. EM) based on GA. Although a good seed solution per se may have a lower score, it may grow to a much better final solution under the direction of a deterministic (EM) or stochastic (Gibbs sampling) search method.

A.  GEMFA algorithm

This paper describes a new genetic algorithm GEMFA which is originated from the same idea as previously reported [19,20], i.e. treating each hidden random variable (a) as a locus encoded on a chromosome. However, GEMFA is dependent on the deterministic EM motif-finding algorithm. It treats each chromosome as a set of initial seeds or alignment (A) rather than an immediate solution (U) as previously reported [19,20]. Because of the deterministic properties in EM, it will converge to the same parameter estimation (U) given the same initial points (A). Thus one can write it as: U = em(A). Finding an optimal estimation (U*) is equivalent to locating the best initial seeds (A*) among the total alignment space (V) as described in section II. From this one can have two strategies in coding a chromosome: (1) encoding the parameters (real numbers) or (2) encoding the positions (integers). This paper implements the second strategy. It shall be very interesting to try the first strategy in the future.

A chromosome encodes an alignment solution consisting of a string of loci. Each locus is an object containing the motif position and its strand attribute (either forward coded as 0 or backward coded as 1). Assuming an oops motif model, a locus represents a starting position on one bio-sequence. However, this limitation can be easily relaxed by assigning a vector of such object. A population of chromosomes holds a set of potential multiple alignments. The maximum population size is 100 chromosomes (GAME used 500). The GA algorithm stops if no further
improvement or the maximum number of generations ($g_{max}$) specified is reached, or whichever comes first.

The genetic operations follow the standard or simple GA [10,20,21], i.e. a high crossover probability ($P_c$), a lower mutation rate ($P_m$) and a moderate population size ($ps$). Two-point crossover is performed in GEMFA with a crossover rate of 0.75 rather than one-point crossover used in GAME. Two-point crossover is commonly thought of as better than one-point [10,21]. The mutation rate is set as 0.01. A position mutation is generated by simply producing a new integer number within the potential range. A DNA strand attribute (0 or 1) mutates using the flip-flop operation. However, mRNA or protein sequence alignment is fixed on the forward strand. A binary tournament selection [22] is used to produce the offspring. A mixed pool, containing both parent and children populations, is first formed (2N) and then tournament selection is performed on the new 2N mixed population with a tournament selection probability of 0.75. However, only N individuals are selected to form the new generation [19].

EM motif-finding algorithm is applied to each new individual chromosome (i.e. starting seeds), and then the new parameters ($U$) are estimated. The fitness function is then calculated as in (7) or simply the log-likelihood function if motif width is fixed.

B. Implementation

It is straightforward to implement the GEMFA algorithm. Given a set of biological sequences ($S$) and a motif width ($w$), one can initialize a population of alignments ($\{A_i^{(0)}; i = 1...ps\}$) by randomly generating a set of motif start positions which are the initial population of chromosomes. Fitness is computed as: first applying EM to a chromosome and then calculating the MDL. The GEMFA algorithm proceeds by a series of genetic operations: crossover, mutation and selection until a specified number of generations or convergence. The GEMFA algorithm’s pseudo-code is given below.

**GEMFA algorithm:**

1. **Initialize:** $g_{max}$, $P_c$, $P_m$, $ps$, $\{A_i^{(0)}\}$, $t$ ← 0
2. Calculate a population of initial motif matrix: $\{U_i^{(0)}\} = em\{A_i^{(0)}\}$ and $MDL\{U_i^{(0)}\}$
3. **repeat:** $t$ ← $t + 1$
4. **crossover** $\{A_i^{(t)}\}$
5. **mutation** $\{A_i^{(t)}\}$
6. $\{U_i^{(t)}\} ← em\{A_i^{(t)}\}$
7. $MDL\{U_i^{(t)}\}$
8. $\{A_i^{(t+1)}\} ← tournament\{A_i^{(t)}, A_i^{(t+1)}\}$
9. **until** ($t > g_{max}$ or convergence)
10. **output:** optimal alignment ($A_i$) and its associated motif model ($U_i$)

The notation $mutation\{A_i^{(t)}\}$ denotes the mutation operation imposed on the $t$-th population. While initializing the motif sites in double helix DNA sequences, a coin is flipped to decide whether the motif is on the forward or backward strand.

C. Evaluation of algorithm performance

Two quantities to evaluate the motif-finding algorithm performance as described in [8] are: (1) the nucleotide-level performance coefficient (NPC); and (2) the motif site-level performance coefficient (SPC). Let $O_i$ be the set of known motif positions in a sequence $i$ and, $A_i$ be the sets of motif positions located by an algorithm. Given the number of sequences ($N$), the performance metrics (NPC and SPC) are computed as,

$$NPC(N) = \frac{\sum_{i=1}^{N} |A_i \cap O_i|}{|A_i \cup O_i|}$$

$$SPC(N) = \frac{\sum_{i=1}^{N} delta(A_i \cap O_i \neq empty)}{N}$$

The indicator function $delta(•)$ simply enumerates the number of predicted sites with at least one-nucleotide overlap with the corresponding known sites. The NPC measures the nucleotide-level precision of the algorithm prediction that is equivalent to the performance coefficient defined in [23], while the SPC metric measures the site-level precision. The NPC gives a more exact performance measurement. However, the predicted sites usually have phase shift among different algorithms, so the SPC may be a fair metric for algorithm comparison.

VI. EXPERIMENTAL RESULTS

This section describes motif-finding experiments using the GEMFA algorithm implemented in Perl and compares it with other related methods. To demonstrate the robust performance of GEMFA algorithm, simulated data sets are used to compare it with its counterpart: multiple-restart of the EM motif algorithm. Real biological sequences (i.e. CRP, ERE and E2F) are also used to compare the GEMFA genetic algorithm with other similar algorithms, i.e. GAME [20], MEME [6] and the Gibbs motif sampling algorithm BioProspector [22]. MEME and BioProspector are two of the most popular motif discovery algorithms. Two genetic-based algorithms (i.e. GAME and GEMFA) and the Gibbs sampling algorithm (i.e. BioProspector) use the known motif width in each case as their searching motif length ($w$). MEME is allowed to perform its powerful functionality of automatically determining the optimal motif width and therefore its motif width (frequently different from known motif width) is chosen such that it can achieve its best performance.

A. Algorithm comparison using simulated DNA sequences

Simulated data sets are generated to test the performance of the GEMFA algorithm in searching for motifs on DNA sequences. The planted motif width is set as 15 base pairs long. Each simulated dataset contains 20 sequences, each of which is 200 nucleotides in length. The simulated
datasets are made of the following combinations: (i) three background distributions: (a) uniform (A, C, G and T are equally likely occurring), (b) AT-rich (AT content = 60% and GC = 40%) and (c) GC-rich (GC = 60% and AT = 40%); (ii) motif conservation levels: (a) high, (b) mid and (c) low. A high conservation motif is formed such that at any position a dominant nucleotide has a probability of 0.91 and each of the rest is 0.03. A mid conservation motif is formed such that at any position a dominant nucleotide has a probability of 0.79 and each of the rest is 0.07. A low conservation motif is formed such that at any position a dominant nucleotide has a probability of 0.70 and each of the rest is 0.10. Each case (or training data set) is repeated twenty times. The 15-mer consensus sequence used in simulation is GTCAACGCCGATATT (the ratio of AT content to GC is 7/8). A fair Bernoulli coin is tossed in order for each motif sequence to have an equal likelihood of being planted either on the forward or backward strand. The location where a motif is implanted is randomly generated ranging from 1 to 186.

Table I shows the performance comparison results for the EM and GEMFA motif-finding algorithms. In high and mid conservation cases GEMFA performs equal to its deterministic counterpart EM. GEMFA perform better in low conservation cases of all backgrounds especially in the uniform background. There is about the same GC content as the AT in the planted motifs which is similar to the uniform background, EM shows poor performance while GEMFA successfully detected the motif sites (SPC = 0.65). GEMFA can detect all the motif models in high, mid or low conserved motif sequences in all backgrounds (SPC > 0.56). EM only detected the high and mid conserved motifs, but failed to identify the low conservation motifs in uniform background (SPC = 0.48). GEMFA illustrated its robust performance of motif finding in a subtle environment. The lowest performance in uniform background implies that finding low conserved motif sites similar to its background is extremely difficult. The genetic algorithm performs well in this circumstance.

These simulation experiments illustrate that the EM motif algorithm encounters some difficulty in finding lower conserved motif because it easily converges to a local maximum (Table I). However, in high and mid conservation motif cases, EM performed as good as its genetic algorithm-based counterpart, i.e. the GEMFA algorithm. The GEMFA algorithm is more reliable in performance than EM alone, since it uses the power of EM and explores more alignment space in a systematic way driven by the heuristic technique and thus converges to a better solution than by simply restarting EM many times.

### B. Algorithm comparison using biological sequences

Three annotated motif sequence data sets: CRP binding sequences from bacterial genomes and ERE and E2F binding site sequences from eukaryotic genomes, are used to demonstrate the performance of the GEMFA algorithm in comparison with two popular motif finding algorithms: MEME and Gibbs Sampler, as well as the recently reported genetic-based motif-finding algorithm (GAME).

The CRP data set is the gold standard testing data set [2]. Each determined binding site motif length is 22 base pairs. However, the best length set by MEME is 24 base pairs long. The remaining algorithms set width as 22 bp long. The binding motif sequences of E2F and ERE are short and extracted from [25] and [26] respectively. There are 25 ERE sequences, and its known motif length is 13 base pairs long. The E2F [25] binding data set contains 25 genomic sequences (known motif width is 11 bp), each 200 base pairs long with 27 embedded motif sites. The motif widths set by MEME are 15, and 13 base pairs for ERE and E2F, respectively. The remaining three algorithms set their widths the same as the known ones.

Table II summarizes the motif algorithm performance using the site-level precision (i.e. SPC). The GEMFA algorithm is the best predictor compared to the other three algorithms (0.85-0.92). GAME performed a little better than GEMFA in the case of E2F because there are two sequences each with 2 binding sites. However, GEMFA is based on the oops model and thus automatically ignores these extra sites. This functionality will be added to the GEMFA algorithm later on. MEME has better performance (0.67-0.76) than BioProspector’s (0.46-0.68) on average, but is not as good as GEMFA and GAME in all cases. Figure 1 shows the sequence logos for three transcription factor binding motif models built from the GEMFA algorithm. The CRP motif has detected two core sub-motifs (5-mer) separated by six unspecified nucleotides: TGCTAAnnnnnTCACT, which is consistent with biological findings. Two short eukaryotic TF binding motifs (ERE and E2F) are slightly higher conserved due to the small number of verified sites, and their detected consensus sequences are comparable to their annotated motifs [25,26]. Figure 1 shows the sequence logos for three motif models.

<table>
<thead>
<tr>
<th>Table I Algorithm Comparison Using Simulated Sequences*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cons</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Mid</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

*Each cell contains the average performance in the format of NPC / SPC. EM motif algorithm was run 500 times and the optimal model was kept. GEMFA was run 5 generations each with 100 individuals. NPC or SPC was calculated according to (9). Each simulation case was repeated 20 times. Bolded number shows the GA’s significant improvement over EM (P < 0.01).
TABLE II
ALGORITHM COMPARISON USING BIOLOGICAL DATA

<table>
<thead>
<tr>
<th>Motif</th>
<th>CRP</th>
<th>ERE</th>
<th>E2F</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEMFA</td>
<td>0.88</td>
<td>0.92</td>
<td>0.85</td>
</tr>
<tr>
<td>GAME</td>
<td>0.80</td>
<td>0.75</td>
<td><strong>0.90</strong></td>
</tr>
<tr>
<td>MEME</td>
<td>0.67</td>
<td>0.71</td>
<td>0.76</td>
</tr>
<tr>
<td>BioProspector</td>
<td>0.56</td>
<td>0.68</td>
<td>0.46</td>
</tr>
</tbody>
</table>

*Each cell contains the site-level performance coefficient (SPC). The SPC (site precision) data for GAME, MEME and BioProspector are copied from [20]. The number in bold corresponds to the best algorithm.

VII. DISCUSSION

One of the most important steps toward understanding gene regulation is the identification of the regulatory elements present in the genome. Motif-finding in bio-sequences remains a challenge in computational biology [27]. Many programs and software have been developed to address the problem [28]. The EM-type motif algorithms such as MEME are one of the most popular de novo motif discovery methods. However, the EM algorithm largely depends on its initialization and can be easily trapped in local optima. This paper presents and validates a genetic algorithm to perform multiple local alignment of motif sequence binding sites according to maximum likelihood, minimizing MDL in general principle.

The genetic-based EM motif-finding algorithm (GEMFA) is essentially an intelligent hybrid search method that aims to overcome the drawbacks inherent in EM motif algorithms. A population of multiple local alignments, each of which is encoded on a chromosome, represents a set of potential solutions. GEMFA gradually evolves this population generation by generation through standard genetic operations such as crossover, mutation and selection. It performs a heuristic search in the whole alignment space using minimum distance length (MDL) as the objective function which is related to maximum likelihood. The genetic algorithm gradually moves this population towards the best alignment. Results showed that GEMFA performed better than the simple multiple trials of EM motif-finding in subtle motif sequence alignment of simulated sequences. In addition, GEMFA performed equal to or better than other similar or popular motif-finding algorithms (i.e. GAME, MEME and BioProspector) while applying to real biological motif sequences.

Multiple local alignment (MLA) is the most frequently used method to solve motif discovery problems [14]. It is recognized as a prominent NP-complete problem in computational biology [16]. The models can be used to scan any genomic sequence for putative binding sites and their associated genes. Conventional machine learning approaches to MLA or motif discovery are susceptible to local minima, resulting in incorrect sequence alignments. Aside from compromising classification accuracy, sub-optimal solutions may impact correct interpretation of biological significance. By comparison, more structured search approaches such as GA’s or other computational intelligence methods may obviate this potential problem through efficient global searches that bypass the requirement for exhaustive enumeration.

Assuming the oops motif model, i.e. each sequence contains exactly one motif site, and one encodes a single locus only for one motif coordinate per sequence. This idea may be extended to multiple same motif sites per sequence or distinct motif sites per sequence. Each locus can be designed as an object-oriented data structure capturing all the motif information on a sequence. A group of member functions are needed to operate on or access to the data structure and information. Therefore a chromosome is encoded as a list of such objects. Given this fundamental data structure and associated function, genetic operations can be performed as usual.

![Sequence logos](imageuri) of the predicted protein binding sites plotted using WebLogo [30]. (A.) CRP (22-bp motif built from 18 sequences each 108 bp long), (B.) ERE (13-bp motif from 25 sequences each 200 bp long), and (C.) E2F (11-bp motif from 25 sequences each 200 bp long)
A gene is frequently not controlled by a single transcription factor or its cognate cis-regulatory element but a set of distinct cooperative binding cis-elements called a cis-regulatory module [31]. Therefore, a more challenging, yet biologically important problem is to de novo locate a set of distinct motifs simultaneously via multiple local alignments, which is an extension of the problem discussed above. It is evident that genetic algorithms and other evolutionary computational methods shall play essential roles in the challenging cis-module de novo discovery.

While a motif-finding algorithm is applied to a large number of sequences each longer than 500 bp, such as CHIP-chip location genomic data [28], it becomes very slow or eventually impossible if only a limited computing facility is available. Parallel computational strategies can be utilized to alleviate the computing burden of a large-scale alignment problem. Genetic algorithms are able to take advantage of PC cluster computing power. One can send each alignment or individual chromosome to one facility is available. Parallel computational strategies can be utilized to alleviate the computing burden of a large-scale alignment problem. Genetic algorithms are able to take advantage of PC cluster computing power. One can send each alignment or individual chromosome to one but a set of distinct cooperative binding cis-elements called transcription factor or its cognate cis-regulatory element shall play essential roles in the challenging cis-module discovery.
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